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ABSTRACT

MEASUREMENTS OF THE tt̄ PRODUCTION CROSS SECTION AT√
s = 1.96 TeV AND TOP MASS IN THE DIELECTRON CHANNEL

By

Joseph Francis Kozminski

The first measurement of the top-antitop production cross section in proton-

antiproton collisions at
√

s = 1.96 TeV using 243 pb−1 of data collected with the

DØ detector at Fermilab is presented. In this analysis, only the dielectron final state

is considered. Five events are observed, and 0.93 background events are expected.

The measured cross section, after accounting for the expected branching ratio to the

dielectron channel, is:

σtt = 14.9+9.4
−7.0 (stat) +2.5

−1.8 (syst) ± 1.0 (lumi) pb,

which agrees with the predicted cross section for top quarks with a mass of 175 GeV.

In addition, a first-pass at a measurement of the top mass using the neutrino-

weighting method is presented. This measurement is also performed in the dielectron

channel using the five events observed in the cross section measurement.
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Chapter 1

Introduction

This dissertation is a journey into the realm of the very tiny. This is a world where

the laws of Newton and Einstein’s general relativity give way, a world where quantum

mechanics and quantum fields reign supreme. This is a world where energy can be

converted to matter and matter to energy, a world of particles and anti-particles.

This is the bizarre world of elementary particle physics.

The quest to understand the fundamental building blocks of nature has a long,

rich history dating back to the ancient Greeks. This understanding has evolved from

its roots in natural philosophy and metaphysics into an area of natural science in

which experiments attempt to confirm or disprove theories that describe the nature

of the most fundamental particles. The current understanding of elementary particles

comes from the Standard Model, a very successful theory. No experiment has yet

disproven any of the predictions of the Standard Model, though a few inconsistencies

have arisen. These inconsistencies have led many to believe that this theory is only

a part of some bigger picture (supersymmetry?, string theory? ...).

Chapter 2 gives a brief overview of the Standard Model. The role of the top quark

is highlighted and motivations for accurate measurements of its cross section and

mass are discussed, as these measurements are presented in this dissertation. Chapter

3 describes the apparatus used to conduct the experiment, namely the Tevatron pp
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collider and the DØ detector at the Fermi National Accelerator Laboratory (Fermilab)

located in Batavia, Illinois. Chapter 4 discusses the selection and composition of the

data sets used and what Monte Carlo samples are generated. Chapter 5 explains

how the data collected by the detector are reconstructed and how physics objects are

identified.

The data analysis is discussed in the proceeding chapters. Chapter 6 presents

a measurement of the top quark cross section in the dielectron channel. Chapter 7

discusses the neutrino-weighting method for measuring the mass of the top quark in

the dilepton channels along with a first pass measurement of the top quark mass in

the dielectron channel. Finally, Chapter 8 summarizes the results of the analyses

presented in this dissertation.
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Chapter 2

Theoretical and Phenomenological

Overview

The Standard Model is a great achievement of the twentieth century. It accurately

describes almost all observed phenomena at distances smaller than the diameter of an

atomic nucleus (about 10−15 m). The Standard Model has become standard material

covered in every modern textbook on high energy physics, including [1], [2], and [3].

2.1 A Short History of Particle Physics

Modern elementary particle physics began, one might say, in 1897 when J.J. Thomson

discovered the electron. This door-opening discovery was followed by Rutherford’s

discovery of the proton in 1914 and Chadwick’s discovery of the neutron in 1932.

At the same time, great breakthroughs in theoretical physics were being made.

These were fueled by an observed breakdown of classical physics in some experiments.

In 1900, Max Planck began the quantum revolution with his paper, “On the Theory

of the Energy Distribution Law of the Normal Spectrum,” in which he attempted to

explain the blackbody radiation spectrum emitted by a hot object. The revolution

took off slowly; nevertheless, just a quarter of a century later, Schroedinger and others
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jumped on board and developed quantum mechanics. This theory defines a system

as a state which evolves according to a wave equation rather than as a collection of

particles which follows the rules of classical physics. That is, an outcome, given the

initial conditions, cannot be uniquely determined in this theory; instead, one can only

obtain a probability for a certain outcome to occur. This theory opens the door to

phenomena which seem nonsensical in the world of human experience, but actually

describe the behavior of systems at very small length scales.

Moreover, Einstein’s 1905 paper on special relativity forced physicists to look

at the universe in a completely different way. Time and space could no longer be

viewed as separate entities; rather, this theory describes a four-dimensional universe

with three spatial dimensions and one time dimension. Furthermore, energy and

momentum are conserved, but rest mass is not, another great leap from the classical

viewpoint. This theory also allows for phenomena that seem to defy common sense,

but it accurately describes systems moving very fast (i.e. near the speed of light).

Since elementary particles are very small and tend to travel very fast, a theory

which incorporates both quantum mechanics and special relativity is required. The

marriage of these two areas along with the field concept, which is how particle states

are defined, is called relativistic quantum field theory. This theory describes phys-

ical processes as an interaction of states (fields), formalized by an infinite series in

increasing powers of the coupling constant (interaction strength). The leading terms

of the series tend to provide a good description of observations, but the sums of the

small corrections provided by the subleading terms lead to infinities running amok.

Finally, Richard Feynman, Shin-Ichiro Tomonaga, and Julian Schwinger discovered

how to renormalize the theory, thereby removing the infinities.

Even with renormalization, a quantum field theory which correctly describes all

known interactions between elementary particles had yet to be developed. This the-

ory of elementary particles, which is really a combination quantum electrodynamics
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(QED), the Glashow-Weinberg-Salam electro-weak theory, and quantum chromody-

namics (QCD), came to be known as the Standard Model. (Gravity is the one in-

teraction omitted as renormalization and gravity are not compatible in this theory.)

The Standard Model, which became the favored model by the end of the 1970s, has

yet to be disproven by any experimental test.

This theory, nevertheless, cannot completely describe elementary particles. For

example, the Standard Model does not predict the masses of the quarks and leptons,

nor does it predict electroweak symmetry breaking (EWSB). The masses of the W

and Z bosons arise via the Higgs mechanism, but this piece of the theory was added

later in an ad hoc manner. Even so, a new theory most likely would not replace the

Standard Model; rather, it would be an extension of it.

2.2 The Standard Model

2.2.1 Fundamental Forces and Particles

Two basic types of particles comprise the Standard Model particles – fermions and

bosons. Quarks and leptons are both fermions; that is, they are spin 1/2 particles

which obey the Pauli Exclusion Principle (one and only one fermion can occupy a

given quantum state). These fermions are the building blocks of matter. The bosons,

on the other hand, are spin 1 particles. They are force carriers; that is, they mediate

interactions between fermions.

Quarks, fractionally charged fermions, are the constituents of protons and neu-

trons. There are six types (flavors) of quarks. Up, charm, and top quarks have an

electrical charge of 2/3e, where −e is the charge of an electron. Down, strange, and

bottom quarks have a charge of −1/3e. There are also 6 anti-quarks with the same

mass but opposite charge. (Antiparticles are denoted with a bar over the particle

symbol). Any particle constructed of quarks is called a hadron. Hadrons with 3 con-
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stituent quarks (like the proton and neutron) are called baryons while quark-antiquark

pairs are termed mesons. Baryons and mesons all have integer charge. Quarks also

have a property called color charge where the three color charge “polarities” are de-

noted red, green, and blue. Without color, quarks in some hadrons appear to occupy

the same quantum state, which is forbidden by the Pauli Exclusion Principle. Just

as quarks have color, antiquarks have anticolor. Baryons and mesons are “colorless,”

which means that they are comprised of one quark of each color or anticolor (baryons)

or that they are comprised of a color-anticolor pair (mesons).

Quarks interact via the strong force. This force binds quarks together to form

baryons and mesons. The strong force is mediated by a boson called the gluon.

Gluons are massless and electrically neutral; however, they do carry color charge. In

fact, gluons are characterized by a color and an anticolor unlike quarks which are

characterized by one or the other. The gluon carries two polarizations since it is

exchanged between two quarks in strong interactions. Because gluons carry color

charge, they are also able to interact with one another.

Quarks and gluons are never observed as free particles (with the exception of the

top quark, which will be discussed later) because the strength of the strong force

increases with increasing distance. For example, quarks close to each other inside

a proton are free to shift around without much interference from the strong force.

However, if a quark tries escaping, the strong force pulls it back with increasing force

as the separation increases. Of course, if the quark is given a big enough kick (say

in a high energy collision), it may escape from the proton. However, the strong force

potential becomes so great that a new quark-antiquark pair pops out of the vacuum.

The antiquark binds with the escaping quark to form a meson, and the quark joins

the proton remnants to form a new hadron. This process is called fragmentation or

hadronization.

Leptons, on the other hand, are completely unaffected by the strong force. There
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are three flavors of charged leptons – electron, muon, and tau – each carrying a

charge of −e. Each of these has a corresponding anti-lepton with a charge of e.

For each charged lepton flavor, there is an electrically neutral neutrino. These are

appropriately named the electron neutrino, muon neutrino, and tau neutrino. Each

neutrino has a corresponding anti-neutrino, analogous to the anti-leptons.

Charged leptons and quarks can all interact through the electromagnetic force,

which is mediated by photons. This force is the most familiar of the forces that come

into play in elementary particle physics. Because of this force, like-signed objects repel

each other while opposites attract, as every introductory physics student is taught.

Neutrinos interact only by the weak force. The weak force is carried by the weak

gauge bosons, W+, W−, and Z0. The W’s have charge +1 or −1 while the Z0 is

electrically neutral. These bosons, unlike other force carriers, have large mass (on

the order of 100 GeV/c2) and, consequently, act over short (nuclear) distances. All

quarks and leptons interact through the weak force, but this force is best known for

its role in beta decay.

Both quarks and leptons can be grouped into three generations. Each quark

generation contains a +2/3e and −1/3e charged quark while each lepton generation

is comprised of a negatively charged lepton and its associated neutrino. Table 2.1

shows a summary of the Standard Model fermions grouped into these generations.

The Standard Model bosons are summarized in Table 2.2. Note that masses are given

in units of GeV instead of GeV/c2. In high energy physics, it is a common practice

to set c and h̄ to 1 and not write them explicitly.

2.3 Standard Model Formalism

Behind these particles and forces lie the elegant mathematics of the Standard Model.

As mentioned earlier, the Standard Model is the union of the electroweak theory

and QCD. The Standard Model is described by local gauge theories. That is, the
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Generation Particle Charge Mass[4] Interactions
(e) (GeV)

Quarks (Spin 1/2)
1 Up (u) +2/3 0.0015-0.004 EM,Weak,Strong

Down (d) -1/3 0.004-0.008 EM,Weak,Strong
2 Charm (c) +2/3 1.15-1.35 EM,Weak,Strong

Strange(s) -1/3 0.08-0.13 EM,Weak,Strong
3 Top (t) +2/3 178.1 EM,Weak,Strong

Bottom (b) -1/3 4.1-4.4 EM,Weak,Strong

Leptons (Spin 1/2)

1 Electron Neutrino (νe) 0 < 3 × 10−9 Weak
Electron (e) -1 0.000511 EM,Weak

2 Muon Neutrino (νµ) 0 < 1.9 × 10−4 Weak
Muon (µ) -1 0.1057 EM,Weak

3 Tau Neutrino (ντ ) 0 < 0.0182 Weak
Tau (τ) -1 1.777 EM,Weak

Table 2.1: Summary table of Standard Model Fermions. Note that the masses of
the light quarks are not well-measured since they are always bound into mesons and
baryons.

Particle Name Force Charge Mass[4]
(e) (GeV)

g Gluon Strong 0 0
W W Weak ±1 80.43
Z Z Weak 0 91.19
γ Photon Electromagnetic 0 0

Table 2.2: Summary table of Standard Model Gauge Bosons.
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fundamental equation (Lagrangian) describing the particles and their interactions

is invariant under a phase (gauge) transformation even when the transformation is

position-dependent.

Local gauge theories have a couple of desirable features. By demanding that a

simple Lagrangian which describes a particle’s kinetic energy satisfies local gauge

invariance, interaction terms that represent the coupling of the particle to the gauge

bosons must be added to the Lagrangian. In this way, the coupling between fermions

and gauge bosons simply falls out of the theory. The couplings between gauge bosons

are predicted by requiring that the non-Abelian gauge groups also satisfy local gauge

invariance. Moreover, t’Hooft showed that spontaneously broken local gauge theories

are renormalizable. This discovery is extremely important since a non-renormalizable

theory has cutoff-dependencies beyond the lowest order calculations, making it “quite

meaningless” [1].

The Standard Model is constructed from the SU(3) × SU(2) × U(1) gauge group.

2.3.1 Electroweak Theory

The SU(2) × U(1) part of the Standard Model, called the electroweak theory, is the

unification of electromagnetic force, which is described by QED, with the weak force.

The electromagnetic force is characterized by eiφ(x) phase factors, which are unitary

transformations in one dimension – the U(1) symmetry group. The weak force, on

the other hand, is described by SU(2). It is thus convenient to group the particles in

doublets:
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Then, a two-component field is considered for each doublet. The weak force is char-

acterized by the 2× 2 matrix eiθ·σ̂. For the weak theory to be gauge invariant, there

must be three massless gauge bosons, W α(α = 1, 2, 3), where W 1 and W 2 are charged
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and W 3 is neutral. These bosons can only couple to left-handed fermions. At this

point, the electromagnetic force, with its neutral gauge boson, B0, can be combined

with the weak force to obtain the electroweak theory. In the observable world, how-

ever, the electromagnetic and weak forces are separate, and the weak gauge bosons

are not massless. Therefore, the electroweak symmetry must somehow be broken.

This electroweak symmetry breaking can be achieved through the Higgs mecha-

nism. This mechanism introduces a new field, called a Higgs field, with a non-zero

vacuum expectation value (vev). This symmetry breaking leads to massive SU(2)

vector bosons. The SU(2) and U(1) bosons can then be written in terms of their

more familiar physical states:

W± = (W 1 ∓ W 2)/
√

2

Z0 = W 3 cos θw − B0 sin θW

γ = W 3 cos θw + B0 sin θW ,

(2.2)

where θW is a fundamental parameter called the weak-mixing angle. The W± bosons

still couple only to left-handed fermions; however, the Z0 can couple to right-handed

fermions now because of its mixing with B0.

The Higgs mechanism predicts the ratio of the W and Z masses to be

MW

MZ
=

g2
√

g2
1 + g2

2

≡ cos θW (2.3)

where g1 and g2 are the U(1) and SU(2) coupling constants, respectively. MW , MZ ,

and cos θW have been measured independently in a number of electroweak processes

and confirm this prediction. Similarly, the Higgs mechanism gives mass to the quarks

and leptons; however, the actual masses are not predicted, especially not the surpris-

ingly high mass of the top quark. These must be determined experimentally.

One other feature of this symmetry breaking is the necessary introduction of
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a Higgs doublet, which includes a physical spin 0 Higgs boson. This scalar Higgs

couples to any object with mass such that the coupling strength increases with higher

mass. Overall, the predictions of the Higgs mechanism have been extremely successful.

However, one key piece of evidence for this mechanism is still missing: the Higgs boson

itself has yet to be discovered.

The discovery of the Higgs boson is crucial for the survival of the Higgs mechanism.

While the Higgs may not be discovered at the Tevatron (Section 3.1), experiments

at the Tevatron will be able to put more stringent constraints of some of the Higgs

boson’s properties such as its mass. However, an accelerator called the Large Hadron

Collider (LHC) is being constructed at CERN in Europe to search for the Higgs.

Discovery of the Higgs will be possible there for a Higgs with a mass of up to about

1 TeV. If the Higgs is not discovered at the LHC, then alternative theories will have

to be proposed and tested since the mass of the Standard Model Higgs should be

well below 1 TeV. In fact, alternative theories of electroweak symmetry breaking are

already being proposed [4].

2.4 Top Quark

The top quark was discovered in 1995 [5][6], filling out the third quark generation.

However, this quark is peculiar compared to the previously discovered quarks. It is

more than 35 times more massive than the b quark and is the only quark which does

not hadronize before decaying. These properties make the top quark interesting to

study and offer some insight into the properties of the Higgs boson.

2.4.1 Top Quark Production

The Tevatron, discussed in Section 3.1, is currently the only particle accelerator in

the world able to produce top quarks. The top quarks are produced in high energy
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collisions of protons (p) and anti-protons (p). At very high energies, the collisions

actually occur between the quark or gluon constituents of the proton and anti-proton

(i.e. the partons), which each contain some fraction of the proton’s or anti-proton’s

energy. Figure 2.1 illustrates such an interaction, or a hard-scatter process. The

partons each carry some fraction x (where 0 < x < 1) of the proton or anti-proton

momentum defined by fi(x, Q2), the parton distribution function (PDF). fi(x, Q2)

is a probability density for a certain parton, i, to have momentum fraction x of the

proton for a given invariant momentum transfer, Q2.

Figure 2.1: Parton model of a hard scatter process.

The dominant method of top quark production at the Tevatron is through the

strong interaction in which tt pairs are produced. The leading order (LO) top pro-

duction diagrams are shown in Figure 2.2. The diagrams show that qq annihilation

and gluon fusion are the two major production channels. Since the momentum frac-

tions of the quarks and anti-quarks tend to be higher than those of the gluons, qq

annihilation accounts for about 85% of the tt production rate at the Tevatron.
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Figure 2.2: Tree level diagrams for tt production in pp collisions.

The likelihood that a certain final state is produced is given in terms of the cross

section, σ, a quantity intrinsic to colliding particles. It is defined as the number of

events produced in a given time divided by the particle flux. This will be discussed

in more detail in Section 3.2. Note that the cross section has units of area expressed

in barns where 1 barn = 10−24 cm2.

The tt production cross section can be calculated using perturbative techniques out

to next-to-leading order (NLO). In addition, non-perturbative techniques have been

developed to estimate the size of higher order terms. One NLO+next-to-leading-log

(NLL) calculation gives a prediction of σtt = 6.97 pb (for
√

s = 2.0 TeV) while a

NNLO+NNLL calculation gives σtt = 8.0±0.6±0.1 pb [7] for a top quark with mass

mt = 175 GeV.

Note that the tt production cross section is predicted to be a few picobarns, which

is on the order of 1010 times smaller than the total pp interaction cross section. This

means that only one tt event is produced every 10 billion collisions. In addition, the

theory predicts a non-negligible decrease in cross section with increasing top mass

(Figure 2.3). Hence, making a mass measurement in conjunction with the cross
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Figure 2.3: Top production cross section vs. top mass at
√

s = 1.96 TeV [8].

section measurement is a good way to test QCD predictions. For example, measuring

a cross section lower than that predicted by QCD may indicate that the top quark

has decay channels beyond those predicted by the Standard Model (Section 2.4.2).

Such non-standard decays could be a sign of new physics. A significantly higher cross

section, on the other hand, might mean that there is a new production mechanism

for tt such as gluino production followed by the decay g̃ → t̃t. Resonances in tt

production could also lead to an enhancement in the top production cross section [9].
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2.4.2 Top Decay

As mentioned earlier, the top quark is the only quark that can be studied as a free

quark; it does not have time to hadronize before it decays (O(10−25 s)). Since the

weak interaction does not conserve quark flavor, this is the only process by which the

top can decay. Nearly 100% of the time, the top quark will decay to a W and a b. A

decay to c or d is also possible due to weak eigenstate mixing. (If not for this mixing,

b and s quarks would not be able to decay in the Standard Model.) The amount of

mixing is given by the Cabibbo-Kobayashi-Maskawa (CKM) matrix:
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(2.4)

Though none of the CKM parameters related to the top quark have been directly

measured, it is known that Vtb = 0.9991 ± 0.0001 [4]. This is obtained by requiring

the unitarity constraint |Vub|2 + |Vcb|2 + |Vtb|2 = 1 and using Vub and Vcb, which have

been measured. Hence, assuming t → Wb is valid for nearly all top quarks.

The b quark does hadronize, forming a jet of particles in the final state. The W ,

on the other hand, may decay into any doublet except tb since the top quark is more

massive than the W . The rate for W to decay to any other pair is about equal. That

is, the branching ratios for W → ud and W → cs are 1/3 each while the branching

fractions for W → eνe, W → µνµ, and W → τντ are each 1/9. The branching

ratio to quarks appears three times higher than to leptons because the quarks come

in three colors. This analysis is concerned with the dielectron final state of the tt

system. That is, both W ’s decay to eνe, resulting in a branching fraction of 1/81.
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2.4.3 Top Mass

Motivations for measuring the top quark mass include testing QCD predictions for

tt production and gaining further insight into the Higgs sector. The current world

average measurement of the top mass is

mt = 174.3 ± 3.2 ± 4.0 GeV [4].

However, this combination does not include the latest DØ measurement from Run I:

mt = 180.1 ± 3.6 ± 4.0 GeV [10].

Since the first motivation has been mentioned already, only the impact the top

mass has on understanding the Higgs sector will be discussed here. The top quark

and the Higgs boson both play a key role in precision electroweak analyses. At tree

level, the mass of the W can be written:

M2
W =

πα√
2GF

s2
W

, (2.5)

where s2
W = 1 − (M2

W /M2
Z) = 0.2228 [11]. However, one loop corrections give

M2
W =

πα√
2GF

s2
W (1 − ∆r)

, (2.6)

where ∆r denotes the corrections. Included in ∆r is a correction depending on mt:

(∆r)top ≈ − 3GF m2
t

8
√

2π2 tan2 θW
(2.7)

16



and a correction depending on the Higgs mass, MH :

(∆r)Higgs ≈ 11GFM2
Z cos2 θW

24
√

2π2
ln

M2
H

M2
Z

. (2.8)

Using these corrections, it is clear that precision measurements of the W and top

masses can constrain the mass of the Higgs, as shown in Figure 2.4.

Figure 2.4: “One-standard-deviation (39.35%) region in MW as a function of mt for
the direct and indirect data, and the 90% CL region (χ2 = 4.605) allowed by data.
The Standard Model prediction as a function of MH is also indicated. The widths of
the MH bands reflect the theoretical uncertainty from α(MZ)” [4].

The top quark mass also gives some insight into the Yukawa couplings, which

relate the Standard Model quarks and leptons to the source of their mass generation,

namely the Higgs. The top quark is fundamentally related to its Yukawa coupling,
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Yt, and the Higgs vacuum expectation value, v. In fact,

mt =
Ytv√

2
. (2.9)

Since v = 247 GeV [4], Yt comes out to about 1, an interesting result which hints at

new physics [7].

In this dissertation, a tool developed for calculating the top mass in the dilepton

channels and some studies and results in the dielectron channel are presented.
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Chapter 3

Experimental Apparatus

The Fermi National Accelerator Laboratory (Fermilab) currently houses the world’s

highest energy particle accelerator. Fermilab was commissioned on November 21,

1967, by the U.S. Atomic Energy Commission. It was built on the site of the village

of Weston and 6800 acres of surrounding farmland about 40 miles west of Chicago

[12]. The 4-mile-in-circumference Tevatron, which began operating in 1983 as the

Energy Doubler, is now the highest-energy particle accelerator in the world, colliding

beams of protons and anti-protons at a center-of-mass energy,
√

s, of 1.96 TeV. These

collisions occur inside two huge detectors, DØ and CDF, which sit across from each

other on the Tevatron ring.

The Tevatron has had two major periods of physics running, called Run I and

Run II. Run I lasted from 1992 to 1996, running at
√

s = 1.8 TeV. Then, a shutdown

ensued in order to upgrade the accelerator and the detectors for higher energy and

higher luminosity running. In March 2001, Run II commenced with the current

√
s = 1.96 TeV.

In this chapter, a brief overview of the accelerator will be given. In addition, the

DØ detector along with its triggering and data acquisition (DAQ) systems will be

discussed.
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3.1 Accelerator

Fermilab employs a series of accelerators, shown in Figure 3.1, to create the world’s

highest energy particle beams. Information on the accelerators is obtained from

[14], [15], and [16]. The process begins in the Cockroft-Walton pre-accelerator where

hydrogen gas is ionized to create H− ions, which are subsequently accelerated by

a positive voltage to 750 keV. They then enter the 130 m long linear accelerator

(LINAC) where they are bunched and accelerated to 400 MeV by oscillating electric

fields. At the end of the LINAC, the ions pass through a carbon foil which strips off

the electrons, leaving just protons. These protons make their way to the Booster, a

synchrotron ring 475 m in circumference, where they are accelerated from 450 MeV

to 8 GeV in 0.033 s over the course of about 16,000 trips around the ring. Upon

leaving the Booster, the protons are sent to the Main Injector.

The Main Injector accelerates the bunches to 120 GeV. At this point, there are two

options: the proton bunches can be further accelerated to 150 GeV and injected into

the Tevatron, or they can be used to produce anti-protons. To create anti-protons, the

proton bunches are steered into a nickel target. The collision produces many particles;

however, for every million protons that hit the target, only about 20 anti-protons are

collected. These anti-protons come off the target at many different angles and are

focused into a beamline by a lithium collection lens, which is a solid lithium cylinder

carrying a current [17]. The beam is sent through a pulsed magnet, which acts as a

charge-mass spectrometer to remove any other particles that make it through the lens.

Next, the anti-protons enter the Debuncher. This device takes the anti-protons, which

have a large spread in momentum but a narrow spread in time (since the protons are

fired at the nickel target in tight bunches spaced 1.5 s apart), and spreads them out

in time while giving them a narrower spread in momentum. This process takes about

100 ms. The rest of the time before the next bunch hits the Debuncher is used to cool

the anti-protons. In other words, an element of randomness (“hotness”) still exists in
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Figure 3.1: Schematic of the Fermilab accelerator chain. Adapted from [13].

the beam, making it diffuse. Stochastic cooling removes this hotness, thereby focusing

the beam in both position and momentum. The anti-protons are then sent into the

Accumulator where they are further cooled and focused. The anti-protons are stored

here until about 1.5 × 1012 of them have been accumulated, a process which takes

many hours.

Once enough anti-protons have been accumulated, it is time for a new “store”

in the Tevatron. The Tevatron is currently the world’s largest superconducting syn-

chrotron accelerator. All of the superconducting magnets in this huge machine are

cooled to 4.6 K using liquid helium. From the Main Injector, 36 bunches of protons

are injected into the Tevatron. Then, the anti-protons return to the Main Injector

where they, too, are accelerated to 150 GeV and injected into the Tevatron in 36
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bunches. The anti-protons, of course, circle opposite the protons. The protons and

anti-protons travel in helical orbits which are kept apart with electrostatic separators.

Once the bunches are circling in the Tevatron, they are accelerated to 980 GeV using

RF cavities. The proton and anti-proton bunches are steered into each other in the

middle of the DØ and CDF detectors, producing pp collisions at
√

s = 1.96 TeV every

396 ns.

3.2 Luminosity

The production cross section for a given process is defined to be

σ =
dN/dt

L , (3.1)

where N is the number of events expected and L is the luminosity. The luminosity

is the particle flux from the colliding beams. In the absence of a crossing angle, the

luminosity is given by

L =
frevBNpNp

2π(σ2
p + σ2

p)
F (σl/β

∗), (3.2)

where frev is the revolution frequency, B is the number of bunches per beam, Np(p)

is the number of (anti-)protons per bunch, σp(p) is the transverse beam size of the

(anti-)proton beam, and F is a form factor depending on the bunch length (σl) and

the beta function at the interaction point (β∗). The luminosity is thus expressed in

units of cm−2s−1.

A more useful quantity than the instantaneous luminosity is the integrated lumi-

nosity,
∫ Ldt, since this is a measure of the amount of data collected. In high energy

physics, the units of
∫ Ldt are typically expressed in inverse barns (b−1), not cm−2.

22



The cross section can then be written as

σ =
N

∫ Ldt
(3.3)

and has units of barns.

3.3 The DØ Detector

Most of the pp interactions in the Tevatron are not very interesting. The particles

simply scatter at low angles. However, the rarer hard-scatter processes, in which a

parton (i.e. a quark or gluon) from the proton interacts with a parton from the anti-

proton, can produce some very interesting physics. In these processes, the proton

and anti-proton are broken apart, and the fragments not involved in the hard scatter

continue along the beampipe. However, the partons involved in the hard scatter are

annihilated, and new particles are produced.

The DØ detector [18][19],pictured in Figure 3.2, is a hermetic, nearly 4π detec-

tor used to study the particles produced in the hard-scatter interactions, especially

in those interactions which produce particles with high momentum perpendicular to

the beam pipe (transverse momentum). The detector is composed of several nested

subdetectors, each designed to detect and measure different objects. The main sub-

detectors include the tracking system, the preshower detectors, the calorimeter, the

muon system, and the luminosity monitors. These subdetectors will be discussed

in this section after defining the detector coordinate system. Also, the trigger sys-

tem, which selects the most interesting events to be written to tape, and the readout

system will be discussed.
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Figure 3.2: Side view of the DØ detector [19].

3.3.1 Coordinate System

The DØ detector uses a right-handed coordinate system with the center (0,0,0) at the

center of the detector. The beampipe is defined to be the z−axis with the direction

of the protons being the positive direction. The polar angle, θ, is defined such that

θ = 0 lies along the beampipe in the +z direction while θ = π/2 is perpendicular to

the beampipe. The azimuthal angle, φ, is defined such that φ = 0 points away from

the center of the Tevatron ring (also the positive x−axis). The upward direction,

φ = π/2, defines the positive y−axis. Figure 3.3 depicts the coordinate system used

at DØ.

Since the parton-parton collisions do not occur at fixed
√

s and since the nucleon

remnants escape down the uninstrumented beam pipe, the longitudinal boost of hard

24



Figure 3.3: Diagram of pT in the DØ coordinate system.

scatter particles is very difficult to measure. However, these particles can still be

studied by applying conservation of energy and momentum in the transverse plane.

Before the collision, the transverse energy of the system is zero. After the collision,

the transverse energy of the proton and anti-proton remnants is negligible, making

it possible to study the hard scatter particles in this plane. To do this effectively,

variables for use in the transverse plane are defined:

• ET = E sin θ: Transverse energy.

• pT = p sin θ =
√

p2
x + p2

y: Transverse momentum as shown in Figure 3.3.

• 6ET : Missing transverse energy, or energy imbalance in the transverse plane.

Finally, instead of using θ, it is more natural to use a variable called rapidity,

y, in this environment because the multiplicity of high energy particles (dN/dy) is
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invariant under Lorentz transformations along the z−axis. The rapidity is defined as

y =
1

2
ln

(

E + pz

E − pz

)

. (3.4)

For particles with high boost (m/E → 0) at well-defined θ values (0 � θ � π), y is

approximated by the pseudorapidity, η, where

η = − ln tan

(

θ

2

)

. (3.5)

The pseudorapidity calculated from (0,0,0) to a position in a given detector is referred

to as detector η, or ηd. The pseudorapidity of a particle, physics η, is determined by

θ of the particle as measured from the interaction point, or primary vertex, and will

be denoted simply as η. A distinction is made since the collisions do not necessarily

occur exactly at z = 0 cm.

3.3.2 Tracking System

The entire tracking system is new in Run II. It is designed to detect charged particles

over a large pseudorapidity range (|η| ≤ 3). The tracking system sits inside a 2 Tesla

superconducting solenoid magnet, which is also new in Run II. The solenoid produces

a magnetic field parallel to the beam direction inside the tracker. This field bends

the paths of charged particles so that the tracking system can measure the particles’

momenta. That is, a particle with momentum p and non-zero charge q travels in a

helix with radius r given by

r =
pT

qB

in a solenoidal field of strength B along the z direction. Thus, measuring the curvature

of the track in the r − φ plane gives a measure of the pT while measuring the track

direction in the r− z plane is a measure of pT /pz. The tracking system also provides
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secondary vertex measurements necessary for heavy flavor identification.

The tracking system itself consists of two subdetectors – the Silicon Microstrip

Tracker (SMT) and Central Fiber Tracker (CFT). Figure 3.4 depicts the tracking

system.

Figure 3.4: DØ tracking system [19].

Silicon Microstrip Tracker

The SMT is the subdetector closest to the beam pipe. Thus, it is designed to be the

detector with the highest position resolution so that it can probe the area around

the interaction region very precisely. For this reason, the SMT plays a vital role

in finding the primary interaction vertex as well as in reconstructing the secondary
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decay vertices of short-lived bottom hadrons.

This detector is a hybrid system of barrels and disks made from silicon micro-strip

detectors. The barrels tend to detect the tracks of particles with small η values while

the disks are most useful for particles with larger η values. The interspersed barrel

and disk design, shown in Figure 3.5, is motivated by the fact that the interaction

point is not necessarily in the center of the detector. Rather, the interaction point is

Gaussian distributed with a mean at z = 0 cm and σz = 28 cm as shown in Figure 3.6.

Figure 3.5: SMT detector.

The six 12.4 cm long SMT barrel modules each have four concentric layers of

silicon. The layers are evenly spaced with an inner radius of 2.5 cm and an outer

radius of 10 cm. The four-layer barrel coverage corresponds to |η| < 1.5 coverage
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Figure 3.6: Distribution of interaction points in z. Adapted from [20].

for interactions at z = 0. Each barrel is constructed of silicon ladder assemblies

that overlap in azimuth. These ladders are support structures, made of beryllium

wafers reinforced by rails of composite-fiber and foam, to which the silicon strips and

readout electronics are fastened. The first and third barrels each use double-sided

silicon sensors with axial and 90◦ stereo layers in the middle four modules. The axial

detectors are made from p-type and the stereo from n-type silicon wafers. Modules

one and six use single-sided detectors in the first and third layers since the stereo

tracking information can be obtained from the disks. The second and fourth barrels

have double-sided detectors in all six modules, but the stereo layer only has a 2◦

offset. The silicon barrels have a resolution of 10 microns [21].

The 12 so-called F-disks are the smaller disks used in the central part of the SMT

as shown in Figure 3.5. The six innermost disks are attached to the outer sides of

the barrel modules (except at z = 0 cm). Three additional F-disks are also attached
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at each end of the barrel in order to increase the silicon η acceptance. Each F-disk is

constructed with 12 trapezoidal wedges arranged in a plate with a hole in the middle

for the beampipe. These disks extend radially from 2.5 to 9.8 cm from the beampipe.

The detectors are all double-sided.

The larger H-disks are positioned at z = ±94 cm and z = ±126 cm. These have

inner radii of 9.6 cm and outer radii of 23.6 cm. The detectors are single-sided. The

planes have wedges glued back-to-back to provide a 15◦ stereo angle. The H-disks

cover about 2 ≤ |η| ≤ 3, giving some minimal track information about forward-

moving particles that would miss the outer fiber tracker.

All of the silicon detectors are operated at temperatures of 5◦ − 10◦C in order to

reduce the effects of noise and radiation damage. This temperature is achieved using

a cooling mixture of deionized ethylene glycol and water. Depending on the detector

type, the signal to noise performance ranges from 12:1 to 18:1 [19].

The SMT has 792,576 readout channels.

Central Fiber Tracker

The Central Fiber Tracker (CFT) surrounds the SMT. It consists of 76,800 scintil-

lating fibers. The fibers are arranged on 8 concentric carbon-fiber barrels with radii

from 20 to 51 cm. The outer six barrels are 2.5 m long while the inner two barrels are

only 1.7 m long in order to accommodate the silicon H-disks. The fibers are arranged

in single-layer ribbons 128 fibers wide. These singlet layers are then joined to make

doublet layers by placing the fiber centers of one layer in the spaces between the fibers

of the other layer as shown in Figure 3.7. The resolution of a fiber doublet is 100

microns [21]. Two doublet layers of fibers are positioned on each of these barrels. The

layer closest to the barrel is aligned with the z-axis and is called an axial layer. The

next layer is aligned with about a ±3◦ offset with the beam axis. These are called

stereo layers or u and v layers. The u and v layers alternate barrel by barrel such
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that there are eight axial, four u, and four v layers in the CFT. Since the CFT covers

more radial distance than the SMT, the CFT is better for determining the pT and

charge of charged particles by measuring the curvature of the tracks in the solenoidal

magnetic field.

Figure 3.7: Alignment of two single fiber layers to make a doublet layer [19].

The scintillating fibers are 835 µm in diameter. The fiber core is polystyrene

doped with 1% P-terphenyl and 1500 ppm 3-hydroxyflavone. The fibers have peak

scintillation at 530 nm, which lies in the best optical transmission regime of the

polystyrene. Around the core are two thin layers of cladding, the inner made from

acrylic, the outer from a fluoro-acrylic material. Doubly-clad fibers are used since

they transmit light more efficiently than singly-clad fibers. At one end of each fiber,

there is an aluminum mirror coating to reflect the light. At the other end, a clear

waveguide fiber is matched to each scinitillating fiber to transport the light from the

CFT. The waveguides are identical to the scintillating fibers except that they do not

contain the fluorescent dyes.

The waveguides carry the light 7 to 12 meters to the readout platform. Here the

waveguides are connected to cassettes, which are set in a liquid helium cryostat. The

light goes through the cassettes to the Visible Light Photon Counters (VLPCs). The

VLPCs are small silicon devices with arrays of photo-sensitive areas which convert

the light from the fibers to electrical pulses for read-out. The VLPCs operate at

about 9 K, have a quantum efficiency of greater than 80%, and have a gain of 20,000

to 50,000.

At ηd = 0, the transverse momentum resolution for the DØ tracking system can
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be parameterized as σpT
/pT =

√

0.00152 + (0.0014pT )2 [21].

3.3.3 Preshower Detectors

Outside the tracking system sit the preshower detectors, which are meant to enhance

electron and photon identification. These detectors are also new for Run II. They are

designed to obtain an energy sampling of the particles which have just passed through

the solenoid, up to about 2 radiation lengths of dense, uninstrumented material not

present in Run I [22]. The preshowers also have the precision to extend the tracking

and can aid in electron and photon identification.

The Central Preshower Detector (CPS) sits in the central part of the detector

(|ηd| < 1.2). It is a cylindrical detector with a radius of 72 cm squeezed into a 51 mm

gap between the solenoid and the central calorimeter. This detector consists of three

layers of scintillating strips. The innermost layer is axial while the outer two layers

are positioned with stereo u and v angles of ±22.5◦. The strips have a triangular cross

section with a hole running through the middle for the waveshifting fiber (Figure 3.8).

Each strip is covered in a reflective material which increases light yield and reduces

cross-talk. The waveshifting fibers carry the signal from the detector to the clear

waveguides which transmit the light to the VLPCs. The CPS has 7680 channels of

readout.

Separate detectors called the Forward Preshower Detectors (FPS) sit in the for-

ward regions (1.4 < |η| < 2.5), acting as a counterpart to the CPS. These detectors

are mounted to the front faces of the two calorimeter endcaps. The triangular strips

and readout are the same as those for the CPS. However, the strips are arranged

in four layers, an inner u and v layer and an outer u and v layer separated by 11

mm of lead absorber. There are no axial layers in the FPS. The inner layers usually

detect minimum-ionizing particles (MIPs) while the outer layers also detect the be-

ginnings of showers, which are larger signals. These layers are aptly called the MIP
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Figure 3.8: Cross section of a layer of the CPS. The triangles are made of plastic
scintillator with holes in the middle for the waveshifting fibers [19].

and shower layers, respectively. The 16,000 FPS channels are read out using the same

VLPC system as the CFT and CPS.

Since the solenoid does not sit in front of the FPS, its main function is not to im-

prove energy resolution. Rather, its purpose is to help discriminate between electrons

and photons since the tracking efficiencies get worse in the forward regions. That is,

if a particle is not observed in the MIP layer but is seen in the shower layer, it is more

likely to be a photon; whereas, a particle seen in both the MIP and shower layers is

likely to be an electron.

3.3.4 Calorimeter

The DØ calorimeter was the pride of Run I. The detector itself remains unchanged in

Run II; however, the readout system has been upgraded. The calorimeter is designed

to accurately measure the energies of the hadronic and electromagnetic objects that
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enter it. The calorimeter is housed in 3 huge cyrostats, one in the central region

(|ηd| < 1.2) and one on each end, extending coverage to |ηd| ≈ 4.5. The central

calorimeter (CC) weighs about 330 tons; each of the endcap calorimeters (EC) weighs

about 240 tons. The calorimeter is shown in Figure 3.9.

Figure 3.9: DØ calorimeter [19].

The DØ calorimeter is a compensating sampling calorimeter. Liquid argon is

used as an active medium with depleted uranium (and copper and steel) as absorber.

The incoming particles interact with the dense absorber, losing energy and show-

ering. Electromagnetic (EM) and hadronic (HD) objects shower differently in the

calorimeter, allowing for their identification as well as an energy measurement. EM

objects interact with the uranium via two processes: pair production (γ → e+e−)

and bremsstrahlung (e → eγ). For each successive interaction, the average particle

energy decreases while the number of particles increases. Collecting and measuring

these secondary particles gives insight into the original EM object’s energy (E0) since
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energy of the original particle drops exponentially:

E(x) = E0e
−x/X0 (3.6)

where x is the distance traveled and X0 is the radiation length of the material through

which the particle passed. X0 is defined both as the mean distance a high-energy

electron loses all but 1/e of its energy to bremsstrahlung and as 7/9 of the mean free

path for pair production by a high-energy photon. For uranium, X0 is approximately

3.2 mm [4].

Hadrons, on the other hand, interact with the uranium nuclei via the strong

force. About a third of the secondary particles produced in these interactions are

neutral pions (π0’s), which decay primarily to photons. The rest of the secondary

particles tend to interact strongly. Because of this, hadronic showers tend to be

larger and develop over longer distances. The hadronic counterpart to X0 is the

nuclear interaction length (λ0). For uranium, λ0 is about 10.5 cm [4].

Because EM objects tend to decay over a shorter distance than hadrons, the four

innermost layers of both the CC and EC are the electromagnetic (EM) layers. These

layers extend radially in the CC and along the z-axis in the EC. Each layer uses 3

mm (in the EC) or 4 mm (in the CC) thick depleted 238U absorbers. The next three

layers in the CC and four in the EC are the fine hadronic (FH) layers. These use

slightly thicker uranium absorbers, 6 mm thick. Finally, the coarse hadronic (CH)

layer uses 46.5 mm thick copper (CC) or stainless steel (EC) absorbers. There is one

CH layer in the CC and three CH layers in the EC. The depths of each layer are

shown in Table 3.1 in units of X0 or λ0.

All of the layers are broken up into readout cells 0.1 × 0.1 in (η, φ) space except

in EM layer 3. Here, the cells are 0.05 × 0.05 in (η, φ) space for (|ηd| < 2.7). The

cells in layer 3 are smaller because this is where the maximum number of particles

in an EM shower was expected to occur in Run I. However, in the far forward region
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EM (X0) FH (λ0) CH (λ0)
EM1 EM2 EM3 EM4 FH1 FH2 FH3 FH4 CH1 CH2 CH3

CC 2 2 7 10 1.3 1.0 0.9 3
EC 3 3 8 9 1.3 1.2 1.2 1.2 3 3 3

Table 3.1: Layer depths in the calorimeter.

(|ηd| > 3.2), the cell size increases to 0.2 × 0.2 in all layers. These cells consist of

an absorber plate followed by a gap filled with liquid argon. A G-10 board sits in

the center of the gap. See Figure 3.10. When a particle enters the calorimeter, it

showers inside the absorber plate, and the secondary particles from the shower ionize

the argon atoms. The ionization electrons are attracted to the copper pads on the

G-10 boards. These pads have a thin, high-resistivity coating and are kept at high

positive voltage. The drifting electrons create an image charge on the copper pads

which is read out at the edges of the board via copper traces. The gap between

absorber plates is 2.3 mm, and the electron drift time across the gap is about 450 ns.

Several of these unit cells are stacked on top of each other to create a layer in the

calorimeter. All of the cells in the layer are read out together to obtain the energy

deposited in the layer. This grouping of unit cells is a “readout cell”, and the term

“cell” will refer to a readout cell in the following pages.

The cells in each layer are aligned with the cells in the layers in front and behind

them in order to create projective towers with each readout cell in the tower having

the same ηd and φd. See Figure 3.11. For most calorimeter measurements, tower

energy is used instead of the energies in the individual cells. This is a measure of the

ET defined in Section 3.3.1.

Between the CC and EC cryostats are the inter-cryostat detectors (ICD) and

“massless gap” detectors. These detectors compensate for the uninstrumented region

between the cryostats; however, they do not have the energy resolution of the CC

and EC. The ICD consists of slabs of scintillator between the cryostats, which are
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Figure 3.10: Unit cell in the calorimeter.

read out with photomultiplier tubes. On the other hand, the massless gap detectors,

located inside the cryostats, are extra readout pads that sample the shower between

the CC and EC.

The calorimeter readout chain is shown in Figure 3.12. A charge proportional to

the energy loss of the particles traversing the cell is sent to the readout electronics

through four ports in the cryostats via 30 Ω coaxial cables. First, the charge is

integrated in the preamplifier to produce a voltage. Then, the voltage pulses are

carried by twist and flat cables to the shaper and baseline subtracter (BLS), which

shape the signal and remove slowly varying offsets in the input voltage. The shaped

signal is sampled at its peak at about 320 ns. Because the Argon drift time is 430

ns, only 2/3 of the charge in the calorimeter is actually used. The shaped signals are

stored in switched capacitor arrays (SCAs) until a Level 1 trigger decision is made

(∼ 4 µs). If a positive decision is made, the signal is sent to a second SCA buffer

to await a Level 2 trigger decision (∼ 100 µs). Finally, the output signal is digitized
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Figure 3.11: A quarter of the calorimeter in the r − z plane of the detector showing
the tower geometry.

by the Analog to Digital Converters (ADCs) and sent to the data acquisition system

(DAQ). The readout system is is designed to have no deadtime up to a Level 1 trigger

rate of 10 kHz, assuming one interaction per bunch crossing [23].

The calorimeter design called for an electromagnetic energy resolution of

σE

E
=

0.15√
E

and a hadronic energy resolution of

σE

E
=

0.50√
E

in Run I [24]. In Run II, the resolutions are worse since there is more material
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Figure 3.12: Calorimeter electronics readout chain [19].

between the beam pipe and the calorimeter. The Run II resolution measurements are

discussed in more detail in Sections 5.1.6 and 5.2.4.

3.3.5 Muon System

The only directly-detectable particles able to pass through the calorimeter are high-

energy muons. The muons behave as minimum-ionizing particles (MIPs) in the

calorimeter, depositing only small amounts of energy. Outside the calorimeter sits

the muon system, well shielded from the debris from hadronic and electromagnetic

showers. The muon system is designed to identify muons and provide an independent

measurement of their momentum in a toroidal magnetic field.

The muon system has three main components:

• Wide Angle MUon Spectrometer (WAMUS) covering |η| < 1

• Forward Angle MUon Spectrometer (FAMUS) covering 1 < |η| < 2

• Solid-iron magnet generating a toroidal field of 1.8 T.

The WAMUS consists of three layers of proportional drift tubes (PDTs) and two

layers of scintillator plates with embedded wavelength shifting fibers. There are no

scintillators in the middle layer. The FAMUS, on the other hand, consists of three

layers each of mini-drift tubes (MDTs) and scintillator pixels.
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Since the muon system is not used in this analysis, there is no need for further

elaboration. More information can be found in [18] and [19].

3.3.6 Luminosity Monitor

An accurate measurement of the integrated luminosity is essential for making a cross

section measurement. Therefore, DØ has instantaneous luminosity monitors which

log the number of interactions that occur in the detector. These luminosity monitors

also send information to the trigger framework so that events are kept only when an

interaction is detected.

DØ has two luminosity monitors, one attached to the inner face of each calorimeter

endcap at z = ±135 cm (shown as “Level 0” in Figure 3.4). The monitors consist of

arrays of scintillation counters arranged symmetrically around the beampipe covering

2.7 < |ηd| < 4.4. The scintillation counters are wedges of scintillator with an attached

phototube. Their pseudorapidity coverage provides an acceptance of (98 ± 1)% for

detecting inelastic collisions [25].

3.4 DØ Trigger System

In a pp experiment, only a few events in a million are of interest. As stated earlier,

most events are not hard-scatter events. Rather, they are low-angle, non-diffractive pp

scattering or parton scattering, neither of which are of much interest. Moreover, the

original plans for Run II called for a beam crossing every 132 ns, and writing events

to tape at a rate of 7 MHz is not technologically feasible since an average event

contains about 300 kb of data. Even the current crossing rate of one event every 396

ns is orders of magnitude beyond what can be written to tape. DØ, therefore, uses a

trigger system to select only the most interesting events.

The trigger system reduces the rate to tape to about 50 events per second in
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Figure 3.13: DØ trigger scheme with typical trigger rates.

three steps, called Level 1 (L1), Level 2 (L2), and Level 3 (L3). The trigger decision

is based on specific patterns in the detector corresponding to particular types of

events or objects. For example, these trigger decisions might be based on the amount

of energy in EM or EM+HAD calorimeter towers, on tracks, on hits in the muon

system, or on missing energy (discussed in Section 5.3). Moreover, these decisions

must be made quickly in order to prevent the events from piling up. At each level,

the trigger becomes more sophisticated and more selective, and requires more time.

Hence, the output rate at each trigger level drops. The basic trigger scheme used by

DØ is shown in Figure 3.13. Since this analysis requires only calorimeter triggers,
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the calorimeter triggers will be emphasized in the description of the three levels of

triggering.

3.4.1 Level 1 Triggers

The L1 trigger provides the largest reduction in rate since it has to make a decision

on every beam crossing to determine whether the event should proceed in the trigger

chain. Because it has to make decisions very quickly, L1 is a hardware-based trig-

ger system which uses simple algorithms implemented in Field Programmable Gate

Arrays (FPGAs).

Figure 3.14: L1 trigger scheme [26].

At this level, only four detectors are used: the calorimeter, the CFT, the muon sys-

tem, and the luminosity monitor. As shown in Figure 3.14, these detectors each send

information to a corresponding trigger system. Then, each trigger system processes

the information it receives and delivers an acceptance decision, called an And/Or
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term, to the L1 trigger framework. The L1 framework takes the readiness of the data

acquisition system (DAQ), as well as the And/Or terms, into account and decides

whether to reject the event or send it to L2. The maximum number of specific L1

trigger terms is 128, and the event is accepted if any of the And/Or terms fire.

L1 Calorimeter Trigger

The calorimeter part of the L1 trigger [27] uses information from trigger towers in

the calorimeter. Trigger towers are constructed from four standard readout towers

grouped together in a 2 × 2 pattern such that they cover 0.2 × 0.2 in (η, φ) space.

The trigger towers are read out as EM trigger towers and hadronic (HAD) trigger

towers separately. The EM trigger towers sum the energy in the EM layers of the

calorimeter while the HAD trigger towers sum the energies in the FH layers. The CH

layers are not used in triggering since little energy is deposited there. There are 1280

trigger towers of each type broken up into 32 divisions in φd and 40 divisions in ηd.

The EM and HAD energy sums are done on the BLS boards, discussed in Sec-

tion 3.3.4. When the calorimeter output reaches the BLS board, information required

by the trigger is picked off before shaping and is sent to the summers which sum the

layer energies while the full readout continues to the SCAs. After the EM and HAD

energies are summed in individual readout towers, the energies in the four towers

read out by each BLS board are summed to create EM and HAD trigger towers.

These trigger tower energies are then sent from the electronics platform beneath the

detector to the first floor movable counting house (MCH1).

In MCH1, these cables are connected to Calorimeter Trigger Front End (CTFE)

boards [28]. These boards first digitize the EM and HAD sums for each TT as 8-

bit numbers representing 0.25 GeV steps in energy plus a fixed pedestal value of 8.

The 0.25 GeV bins are centered on the nominal value; for example, an input energy

between 0.125 and 0.375 GeV would be rounded to 0.25 GeV. These 8-bit numbers
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are called EM and HAD ADC counts. The ADC counts are then independently fed

into lookup memories which convert EM and HAD energies to EM ET and HAD ET

and (for HAD only) apply a low energy cut to remove noise. The transverse energies

are still rounded to the nearest 0.25 GeV.

Figure 3.15: L1 calorimeter trigger diagram [29].

At this point, the output energies are used in several ways. Both the EM ET and

the HAD ET are sent to the EM and HAD adder trees, which produce global EM

and HAD ET sums for the entire calorimeter. The EM ET s are also compared to

reference ET with the results sent to counter trees which count the number of towers

above certain ET thresholds. This information is then used in making L1 EM trigger

decisions. The EM and HAD ET s are also summed to produce a total (TOT) TT

ET . Like the EM ET s, the TOT ET s are compared to reference energies, and the

number of trigger towers above certain ET thresholds is obtained. This information

is used for L1 jet trigger decisions.
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Figure 3.15 is a diagram of the L1 calorimeter trigger. More details on the L1

calorimeter trigger can be found in [27] and [30].

Figure 3.16: Trigger flow scheme for L1 and L2.

3.4.2 Level 2 Triggers

For events which pass the L1 trigger, the L2 trigger system correlates information

from different sub-detectors in order to create physics object candidates like electrons

and muons. L2 also has the capability to use information from detectors not available
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at L1. Figure 3.16 shows the L2 trigger scheme. At this level, more time is taken

to refine the information. For instance, instead of simply basing a decision on the

energy in single 0.2 × 0.2 trigger towers, the L2 calorimeter trigger builds jets from

5 × 5 trigger towers centered on the highest energy (“seed”) tower.

In terms of hardware, L2 uses 500 MHz Alpha processors running Linux. These

are mounted on single boards in VME crates. Each board runs a specific algorithm

to analyze a piece of the data read out from L1. That is, one board analyzes the

calorimeter data, one the central muon data, one the forward muon data. Two other

boards run tracking algorithms for CFT and a subset of SMT data. All of these

boards transmit their results to a global alpha board which decides whether or not

to accept the event.

Currently, many triggers, including the ones used in this analysis, have no Level 2

requirement. In these cases, an event accepted at L1 automatically passes L2. As the

Tevatron luminosity increases, however, L2 will play a much more significant role.

3.4.3 Level 3 Triggers

On a Level 2 accept, the event goes to L3. The L3 trigger system is a Linux farm

where a node reads out all of the information from the subdetector readout crates

(ROCs) and partially reconstructs the data for each event to determine whether it

meets the L3 acceptance criteria. An independent copy of the L3 filter software runs

on every L3 node so that as many events as there are nodes can be separately analyzed

in parallel.

The ROCs are a set of about 70 VME crates, each corresponding to a piece of

a subdetector or the trigger framework. Each ROC is read out by a single board

computer (SBC), powered by 933 Pentium II processors with 128 MB of RAM. Event

sizes typically range from 1 to 10 kB per crate with total event sizes of 250 kB.

The data are transferred from the SBCs to the L3 nodes via Ethernet connections.
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The L3 processors then reconstruct the events using simpler algorithms than the full

reconstruction algorithms, and perform physics selections based on software filter

tools. Each filter has the specific task of identifying a certain physics object or event

characteristic. There are filters for electrons, jets, muons, tracks, and 6ET to name a

few. If an event passes a L3 criterion, it is sent through the network to a collection

machine and is written to tape for offline analysis.
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Chapter 4

Data and Monte Carlo Samples

Once an event passes a trigger selection and is written to tape, it must be recon-

structed in order to be useful for analysis. This is done on a farm of 250 Linux

computers running the DØ reconstruction software (RECO). This analysis uses data

reconstructed with production release 14 (p14) of the reconstruction software. The

reconstruction of physics objects will be discussed in the next chapter. This chap-

ter will introduce the triggers used to select the data for the dielectron analysis and

the dataset itself. In addition, the Monte Carlo samples used in the analysis will be

discussed.

4.1 Trigger Selection

Events for this analysis are selected using triggers specifically designed for high-pT

dielectron analyses. By selecting events passing these low-rate triggers, this analysis

can be run on a very small subset of the entire data set.

4.1.1 Vocabulary

Before discussing the triggers used in the analysis it is necessary to define the vocab-

ulary used regarding trigger selection. L1 EM requirements are identified using the
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Trigger Trigger L1 L2 L3
List Name
v12 E1 2L20 CEM(1,11) — ELE NLV(2,20)

E2 2L20 CEM(2,6) — ELE NLV(2,20)
E3 2L20 CEM(2,3)CEM(1,9) — ELE NLV(2,20)

E1 2L15 SH15 CEM(1,11) — ELE NLV(2,15)ELE SH(1,15)
E2 2L15 SH15 CEM(2,6) — ELE NLV(2,15)ELE SH(1,15)
E3 2L15 SH15 CEM(2,3)CEM(1,9) — ELE NLV(2,15)ELE SH(1,15)

v11 2EM HI CEM(2,10) — ELE LOOSE(1,20)
v10 2EM HI CEM(2,10) — ELE LOOSE(1,20)
v9 2EM HI CEM(2,10) — ELE LOOSE(1,20)
v8 2EM HI CEM(2,10) — ELE LOOSE(1,10)

Table 4.1: Summary of the dielectron triggers broken down by trigger list version.

notation CEM(n, x) where n is the minimum number of trigger towers with at least

x GeV of energy. For example, CEM(2,10) means that the trigger requirement is

passed if there are at least two towers with at least 10 GeV of energy. A requirement

like CEM(2,3)CEM(1,9) means that there must be at least one tower with at least 9

GeV of energy and only one different tower with at least 3 GeV of energy since the 9

GeV tower passes one of the two 3 GeV requirements.

L3 conditions are defined by the L3 filter employed. The three filters used in this

analysis are ELE LOOSE(n, x), ELE NLV(n, x), and ELE SH(n, x). ELE LOOSE

and ELE NLV are both electron triggers using a simple cone algorithm. ELE NLV

also applies some non-linearity corrections and uses vertex information. ELE SH is

the same as ELE NLV with the addition of a shower shape requirement.

A complete description of trigger requirements can be found on the trigger database

website [31].

4.1.2 Analysis Triggers and Efficiencies

The triggers used in the dielectron analysis are summarized in Table 4.1. The triggers

are broken down by trigger list version. The trigger list has changed a number of times
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in order to implement added functionality or to cope with higher luminosities, which

translate into higher trigger rates. In v12, an OR of the listed triggers is used.

Because the triggers changed for different trigger lists, an average trigger effi-

ciency is calculated by weighting the trigger efficiency for each different version by

the integrated luminosity collected during that version (discussed in Section 4.2). The

efficiency for an offline electron to pass a specific trigger requirement is obtained using

the “tag-and-probe” method on a sample of Z → ee events in data. This method is

discussed here using the L1 electron trigger efficiency as an example and will be used

several more times for other efficiency measurements. First, two offline electrons with

an invariant mass in a window around the Z mass (80< Mee < 100 GeV) are selected

using the criteria discussed in 5.1. One electron is randomly chosen, and, if the elec-

tron is matched to a trigger tower (or trigger towers) satisfying the L1 requirement

within an R =
√

∆η2 + ∆φ2 = 0.4 cone, it is designated as the “tag” electron. The

second offline electron (“probe”) is then used for the efficiency calculation by exam-

ining whether any trigger towers matched to it in a 0.4 cone pass the L1 requirement

under examination. The efficiency is the number of matched probe electrons divided

by the total number of probe electrons. It turns out that the L1 efficiency is flat

in ηd and φd; however, there is a turn-on in pT depending on the threshold of the

trigger. An example of this is shown in Figure 4.1 for CEM(1,11). The function used

to parameterize the L1 electron efficiency is

f(pT ) =
A2

2

(

1 + erf

(

pT − A0

A1
√

2

))

, (4.1)

where A0, A1, and A2 are parameters which can be interpreted as the pT at which the

efficiency reaches half its maximum value, the slope of the turn-on, and the maximum

efficiency in the plateau region, respectively.

A similar procedure is used to parameterize the L3 trigger turn on curves. A

complete discussion of the L3 efficiency measurement for electrons can be found in
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Figure 4.1: CEM(1,11) trigger turn-on curve.

[32].

One further complication arises for the dielectron analysis since there are two

electrons. That is, the L1 triggers requiring two towers can be fired by one high-pT

electron with its energy split between two towers or by both electrons each firing

a tower. In addition, jets deposit some energy in the EM layers of the calorimeter

so these can occasionally fire an EM trigger as well. Since there are several ways a

dielectron event can pass the trigger, the L1 trigger efficiency is very high. These

scenarios are considered by the top trigger package [32], which uses the parameter-

ization derived for each L1 and L3 condition to estimate the trigger efficiencies for

the Monte Carlo. This package also calculates the systematic errors for the trigger

efficiency based on errors in the turn-on curve fits.
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Trigger
∫ L

List (pb−1)
v8 21.17
v9 31.12
v10 16.01
v11 58.58
v12 116.12

Total 243.00

Table 4.2: Breakdown of integrated luminosities by trigger list version.

4.2 Data Set

The data set consists of data taken between June 2002 and March 2004. This cor-

responds to 243.00 pb−1 of integrated luminosity, which is broken up by trigger list

version in Table 4.2.

These data are reconstructed with versions p14.03.0x (x = 0, 1, 2), p14.05.0y

(y = 0, 2, 2 dst), or p14.06.00 of RECO. RECO writes out the data in two forms –

the data summary tier (DST) and the thumbnail (TMB). The DSTs contain all of the

information needed to perform any physics analysis or even do a re-reconstruction of

high-level physics objects. The TMBs, on the other hand, are about a tenth the size

of the DSTs. They contain all of the physics information needed for most analyses,

leaving out much of the lower-level information stored in the DSTs. The TMBs are

then skimmed by the Common Samples Group based on physics objects. For this

analysis, the 2EM Common Sample Group skim, which requires two |ID| = 10, 11

EM objects with pT > 7 GeV, is further skimmed by the top group with tighter

cuts applied. In this analysis, two skims are used. The DIEM skim, which requires

2 EM objects with pT > 15 GeV, |ID| = 10 or 11, fem > 0.9, fiso < 0.15, and

χ2
Cal7 < 50, is the main sample used. However, the DIEM EXTRALOOSE skim,

which requires only 2 EM objects with pT > 15 GeV and |ID| = 10 or 11, is used

to obtain an estimate of the fake electron background and to measure the electron
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reconstruction and cluster efficiencies. (These selection criteria will be discussed in

Section 5.1.) This skimming is done using a version of the top analyze package

called “Stradavarius updated” [33]. This package also converts the data from the

TMB storage format to ROOT-based [34] ntuples, or ROOT-tuples, which are more

analysis-friendly.

4.2.1 Data Quality

The integrated luminosity listed in Table 4.2 is not the total luminosity collected

by the DØ detector; it is just the amount of data actually used in the analysis.

Some of the data are unusable, mainly because of malfunctioning detectors, readout

electronics, or triggers. High quality data are ensured by using good run selection

and good luminosity block selection.

Good run selection is based on the DØ Run Quality Database. For this analysis,

runs marked “Not Bad” for the SMT, CFT, and calorimeter are used. This means

that, during the runs, these detectors were fully functional and exhibited no major

problems.

Good luminosity block selection is based on the “Ring of Fire” list and the Bad

Jet/MET LBN lists. The Ring of Fire [35] list removes all luminosity blocks in which

a φ−ring of energy in the calorimeter appears. The ring was caused by a grounding

problem, which is now resolved.

The Bad Jet/MET LBN lists are used to remove groups of about 20 sequential

luminosity blocks with suspect missing energy. A group of luminosity blocks falls on

this list if it fails any of the following criteria [36]:

• The average 6ET shift (
√

< 6Ex >2 + < 6Ey >2) of the luminosity block groups

must be less than 6 GeV.

• The average RMS-xy (
√

RMS(6Ex)2 + RMS(6Ey)2) of the RMS values of the

6Ex and 6Ey distributions of the groups must be smaller than 20 GeV.
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• The mean of the scalar transverse energy (< SET >) distribution of the groups

must be greater than 60 GeV.

The data quality selection discussed to this point is implemented using the top dq

package (version v00-05-01) [37]. Less than 5% of the data are affected by these run

and luminosity block selections.

It turns out, however, that some events with calorimeter readout malfunctions

still make it through the quality control. Since top event selection involves jets and

6ET both of which are very susceptible to this occurrence, another event quality cut

must be applied in the analysis. A cut to remove these noisy events is defined in [38].

This cut removes events which show a significant difference between the energy read

out by the L1 calorimeter and the precision calorimeter energy which goes through

the full readout and reconstruction chain. This difference is quantified by the L1conf

variable, which is defined to be the number of trigger towers with ETT
T < 2 GeV and

Ecal
T − ETT

T > 1 GeV, where Ecal
T is the precision readout energy, divided by the

total number of trigger towers with ETT
T < 2 GeV. It also employs a coherent noise

variable, cn, defined in detail in [35], which flags events with a coherent shift in the

pedestal values of all cells in one or more ADCs. In the end, this cut requires events

to satisfy L1conf < 0.3 OR cn = 0.

The efficiency for this cut is found to be 100% in a Z sample. However, 15− 20%

of events in the loose sample used for estimating the backgrounds are rejected [38].

4.3 Monte Carlo

In addition to the data, event simulations are required in order to predict what events

of interest look like in the detector. Such simulations are produced using Monte Carlo

generators. The Monte Carlo generation proceeds in three steps. First, the event is

simulated. Then, it is run through a model of the detector which predicts the detector
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response. Finally, it is reconstructed just like the data coming out of the detector.

In the first step, the pp interaction is simulated using programs like Herwig [39],

Alpgen [40][41][42], or Pythia [43]. In this analysis, Alpgen v1.2, using CTEQ 6.1M

[44] PDFs, models the hard scatter for most processes. Then, the Alpgen output is

run through Pythia v6.2, using CTEQ5L PDFs, which handles fragmentation and

decay. On top of Pythia, EvtGen [45] is used to model the decays of b hadrons, and

TAUOLA [46] is used to decay τ ’s.

The DØ detector is modeled using the GEANT3 package [47]. This package

is used to determine the effects of the detector material and magnetic field on the

particles produced in the generators as they travel through the detector. It also

models ionization and secondary particles produced through interactions with the

detector. The response of the detector is accounted for using the DØsim package

[19]. This package merges the hard scatter event with minimum bias events; adds

SMT, CFT, calorimeter, and muon system noise and inefficiencies; and digitizes the

simulated ionization and shower response. The output of DØsim has the same format

as the raw data. Therefore, the MC can be run through RECO and reconstructed

just as the data.

4.3.1 Monte Carlo Samples

The Monte Carlo samples used in this analysis are described here. Unless otherwise

stated, the samples are generated with Alpgen and run through Pythia for fragmen-

tation and decay. The samples use the Tune A underlying event model [48]. The

lepton parton cuts are pT > 0 GeV and |η| < 10, and the jet parton cuts are pT > 8

GeV and |η| < 3.5. The minimum distance between two jets is ∆R(j, j) > 0.4, but

no cut is applied on the minimum distance between a jet and a lepton.

The tt signal sample is produced with both top quarks decaying to leptons, in-

cluding τ ’s which decay inclusively. For the purpose of the cross section analysis, the
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signal sample is generated with a top quark mass of 175 GeV. For the mass analysis,

the signal Monte Carlo must be generated assuming many different masses for top.

Therefore, tt Monte Carlo has also been generated for top masses of 120, 140, 160,

190, 210, and 230 GeV. These mass points use the Pythia underlying event instead

of the Tune A underlying event. For the mass analysis, more mass points (120, 130,

140, 145, 150, 155, 160, 165, 170, 175, 180, 185, 190, 195, 200, 205, 210, 220, and 230

GeV) have been generated, this time using Tune A.

WW and WZ Monte Carlo samples have been generated in order to study the

diboson background. Two WW samples are produced – WW → ll and WWjj →

lljj – since millions of WW → ll events would need to be produced to study this

background in the two jet bin. The WW cross section is normalized to the NLO cross

section, which is 35% higher than the LO cross section. Since a NLO cross section

for WWjj is not available, the LO cross section for WWjj is also scaled up by 35%,

and a 35% systematic uncertainty is applied to this cross section. The WZ sample

is generated using Pythia only. In this sample, the W decays to quarks while the Z

decays to ee or µµ.

As with the WW sample, two Z/γ∗ → ττ samples are produced, a jet inclusive

sample and a two jet sample. The Z → ττ sample is produced using Pythia only.

Both τ ’s decay to leptons, and there is an 8 GeV cut on the pT of the e or µ produced

in the decay. This sample is produced for Mττ > 30 GeV. The Z/γ∗jj → ττjj

sample is produced using the standard Alpgen to Pythia chain. It is produced in two

invariant mass regimes: 15 < Mττ < 60 GeV and 60 < Mττ < 130 GeV.

Finally, a jet inclusive sample and two jet sample are generated for the Z/γ∗ → ee

process. Both are generated in three mass bins: 15 < Mee < 60 GeV, 60 < Mee < 130

GeV, and 130 < Mee < 250 GeV. The Z/γ∗ → ee sample is generated using Pythia

alone while the Z/γ∗jj → eejj sample is produced through the standard Alpgen to

Pythia chain. This sample is often referred to as the Zjj sample.
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Chapter 5

Object Reconstruction and

Identification

To reconstruct events from the millions of channels of output from the detector,

RECO first unpacks all of the detector information and tries to form clusters within

the individual subdetectors. These clusters could be, for example, hits in the tracker

or deposited energy in neighboring calorimeter cells. Various algorithms are then used

to reconstruct physical objects like electrons or jets from these simple clusters. The

reconstructed physical objects form the basis of the proceeding data analysis. Specif-

ically, top events in the dielectron channel are distinguished from background using

four basic objects: electrons, jets, 6ET , and primary vertices. Therefore, the recon-

struction of these four objects are discussed in this chapter, as are the identification

and selection of these objects.

5.1 Electrons

5.1.1 Electromagnetic Cluster Reconstruction

At the reconstruction level, an EM cluster is defined as a group of towers in a cone of

radius R = 0.4 around a seed tower defined by its energy content. To be considered
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an EM cluster, a cluster must have a minimum transverse energy of 1.5 GeV and

have 90% of its energy deposited in the EM layers of the calorimeter. The fraction of

energy in the EM layers, or the EM fraction, is

fEM =
EEM

Etot
, (5.1)

where EEM is the cluster energy in the EM layers and Etot is the total energy of

the cluster. An EM cluster without a loose, associated track is designated ID =

10; whereas, a cluster with a loose, associated track is designated |ID| = 11. An

EM cluster with |ID| = 10 or 11 is termed a “loose” electron. (Throughout this

dissertation, “electron” is taken to mean electron or positron since they are identical

except for their charge.)

Note that the calorimeter readout is “zero-suppressed,” meaning that only energies

above pedestal and noise are read out. Zero-suppression is quantified as a ratio of

the measured energy above the pedestal to the mean width of the noise (σ) in that

channel. The suppression used is 2.5σ which means that the measured energy above

the pedestal must be 2.5 times greater than the noise in the channel to be read out.

While zero-suppression is a good way to remove some low-level noise from the

calorimeter readout, there is a high incidence of calorimeter cells reading out spurious

energy from electronic noise. These “hot cells” are identified and killed by a hot cell

killer algorithm called NADA [49]. This algorithm looks in a 3 × 3 cell window

around the cell and in this same region one layer above and one below, removing

neighboring cells with energies below 100 MeV. Then, it sums the energies of the

remaining neighboring cells and flags the cell as a hot cell if the sum is below a given

threshold. For most layers, this threshold is 0.02 ∗ Ecell, where Ecell is the energy of

the cell under consideration.

In addition, the 55296 calorimeter channels are calibrated using a pulser system.

The channels are pulsed, and the response is measured and equalized to the calibration
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pulses. The energies are also corrected for geometrical effects in the calorimeter

[50] and for non-linearities in the new readout electronics [51]. Finally, the energy

lost by the electrons in the several radiation lengths of new material in front of the

calorimeter has been studied with detailed simulations [50] and has been parametrized

as a function of η and electron energy. All of these corrections are applied in the

reconstruction software.

5.1.2 Electromagnetic Cluster Identification

As stated above, the EM cluster is expected to have a large fEM . However, it must

also have a longitudinal and lateral shape consistent with that of an electron. Each

cluster is assigned a χ2
Cal7, or H-Matrix, based on 7 parameters which compare the

values of the energy deposited in each EM layer and the total shower energy with the

average distributions obtained in Monte Carlo. Electrons tend to have small χ2
Cal7

values.

In addition, electron candidates tend to be isolated in the calorimeter. That is,

the isolation fraction,

fiso =
Etot(R < 0.4) − EEM (R < 0.2)

EEM (R < 0.2)
, (5.2)

tends to be small, meaning that there is not much calorimeter energy in a halo around

the EM cluster.

Electron clusters are therefore selected by requiring fEM > 0.9, fiso < 0.15, and

χ2
Cal < 50. Electrons passing this calorimeter selection are called “medium” electrons.

5.1.3 Track Match

Simply finding an EM cluster, however, is not sufficient for determining whether the

object is actually an electron. Photons and neutral pions (π0’s) also tend to look like
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electrons in the calorimeter. To reject some of these backgrounds, the EM clusters

are required to have an associated track match. An associated track is a track in a

road satisfying the conditions:

|∆ηEM,trk| < 0.05 and |∆φEM,trk| < 0.05.

If there is more than one track in this road, the one with the highest Prob(χ2
spatial),

where

χ2
spatial =

(

δφ

σφ

)2

+

(

δz

σz

)2

, (5.3)

is defined to be the track matched to the EM object. In equation 5.3, δφ is the differ-

ence in φ between the extrapolated track impact at the EM3 layer of the calorimeter

and the cluster position in the EM3 floor; δz is the difference between the vertex

position calculated from the track and that calculated from the EM cluster; and σφ

and σz are the root-mean-squares (RMS) of the experimental distributions of the

associated quantities.

5.1.4 Likelihood

Even with a track match, instrumental, or “fake electron,” backgrounds still remain

a problem. The main sources of these backgrounds are believed to be:

• π0 showers which overlap a track from a nearby charged particle.

• Photons which convert to e+e− pairs.

• Charged pions that undergo charge exchange in the detector material.

• Fluctuations of jet final states.

In Run I, the primary sources of background were identified to be π0 overlaps and

photon conversions [52]. In fact, these backgrounds could be separated using dE/dx,
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a measurement of energy loss, and transition radiation measured by the transition ra-

diation detector (TRD). Conventional cuts on these quantities were rather inefficient,

leading to the development of the likelihood in Run I. In Run II, there is no TRD,

but the improved tracker and the preshower detectors provide other tools which could

be used to separate the backgrounds. At this point, however, many of these tools

are not yet understood well enough to be fully utilized; hence, these backgrounds are

dealt with together for now.

In order to distinguish real electrons from fakes, certain characteristics of these

fakes must be considered in trying to choose the best discriminating variables. A π0,

for example, is typically produced in association with charged hadrons. Because of

this, the calorimeter can be used to pick up signs of hadronic activity around the

EM cluster. Moreover, since the π0 would have to overlap a track from the charged

hadrons in order to fake an electron, the track match could be poor; the track would

not necessarily be isolated; and ET /pT , where ET is the transverse energy measured

by the calorimeter and pT is the transverse momentum of the track measured by the

tracker, would not tend toward 1, as expected for good electrons.

Photon conversions typically look very electron-like in the calorimeter, though

they may be slightly wider than an electron shower. However, one would expect a

second track very close to the EM cluster which could be resolved by the tracker.

Also, ET /pT would tend to be large. Asymmetric conversions, on the other hand,

would be a virtually indistinguishable background since one of the particles would be

very soft. Fortunately, asymmetric conversions are very rare.

Using a likelihood tends to be a more efficient method of separating good elec-

trons from background than using square cuts since a likelihood considers the entire

shapes of the signal and background distributions. The likelihood allows variables to

be weighted by their effectiveness in discriminating signal and background unlike con-

ventional cuts. That is, if an event fails a square cut, the event is rejected. However,
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by using a likelihood, signal events that would normally fail one square cut but look

very signal-like in all other variables would, most likely, be retained in the selected

event sample.

The electron likelihood used in this analysis is based on seven variables:

• fEM is included as there is still discriminating information in this distribution

after the preselection cut.

• χ2
Cal7 is included for the same reason as fEM .

• ET /pT is a good discriminator since it tends toward one for signal but not

background.

• Prob(χ2
spatial) is used since background events tend to have a worse spatial

track match to EM clusters than real electrons.

• Distance of closest approach (DCA), the shortest distance of the selected track

to the line parallel to the z−axis which passes through the primary vertex, is

included since the background tends to have more events on the tails of the

distribution.

• Number of tracks in a ∆R = 0.05 cone is a good variable for removing photon

conversions since these events tend to have two tracks close to each other.

• The scalar sum of the pT of all the tracks in a ∆R = 0.4 cone around, but

excluding, the associated track is very useful for removing jets, which tend to

have several significant tracks inside this cone.

The first five were included in a preliminary electron likelihood for Run II [53]; how-

ever, the last two have been developed to replace the track isolation variable in the

preliminary likelihood, as that variable had topological dependencies. Also, the initial

likelihood included an 8 parameter χ2
Cal, which has been replaced by the current 7

parameter H-Matrix.
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The likelihood is trained entirely on data. The signal sample used for training

the likelihood is a Z → ee sample. These events are selected to have two EM objects

with pT > 20 GeV, which pass the preselection cuts listed in 5.1.2 and 5.1.3. In

addition, the invariant mass of the two electrons must be in the Z mass window

(80 < Mee < 100 GeV). The background sample is obtained from EM+jet events

where the EM object and the jet are back-to-back. These events are mainly QCD

di-jet and γ+jet events where the jet or photon fakes a preselected electron. This

sample is obtained by requiring exactly one EM object passing the previously stated

pT and identification cuts, exactly one good jet with pT > 15 GeV, 6ET < 15 GeV (to

remove W ’s), and ∆φ(e, jet) > 2.5.

Distributions of the seven input variables are obtained for both the signal and

background samples for CC and EC electrons separately where CC is defined as

|ηd| < 1.1 and EC is defined as 1.5 < |ηd| < 2.5. (The intercryostat region of the

calorimeter is not used since the EM energy scale and EM identification are not

yet well-understood in this region.) These distributions are smoothed using linear

smoothing techniques and are normalized to unit area in order to produce probability

distributions for each variable (Figures 5.1 and 5.2). Now, these distributions can be

used to assign a probability for a given EM object to be signal or background:

Psig(x), Pbg(x)

where x is a vector of likelihood variables. That is, each likelihood variable for the

object is assigned a probability to be signal or background from the binned probabil-

ity distributions. Then, assuming no correlations, these probabilities can be simply

multiplied together to give an overall probability for the event:

P (x) =
∏

i

P (xi).
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The correlations can be checked by calculating the correlation coefficients, ρ, for each

combination of two inputs, x and y, where

ρ =
cov(x, y)

σxσy
=

∑

(xi − x)
∑

(yj − y)
√

∑

(xi − x)2
√

∑

(yj − y)2
. (5.4)

ρ is zero when the inputs are uncorrelated, one when it is completely correlated, and

-1 when it is anti-correlated [54]. Tables 5.1 and 5.2 show the correlations between

signal inputs in the CC and EC, respectively, while Tables 5.3 and 5.4 show the

correlations between background inputs in the CC and EC, respectively. Most of the

combinations have ρ’s close to zero. However, fEM and χ2
Cal7, for example, exhibit

some anti-correlation. In fact, keeping or removing χ2
Cal7 as an input variable has

no impact on the performance of the likelihood. It remains in this version of the

likelihood for historical purposes.

Finally, to distinguish electrons from background objects, the following discrimi-

nant is used:

L7(x) =
Psig(x)

Psig(x) + Pbkg(x)
. (5.5)

For electrons, L7(x) tends toward 1; whereas, L7(x) tends toward 0 for background

objects.

The performance of the likelihood can be tested by running over the signal and

background samples. Figure 5.3 shows that the likelihood separates signal from back-

ground very well after the preselection cuts. This separation power can also be seen

in Figure 5.4 by looking at signal and background efficiencies when cutting on the

likelihoods shown in Figure 5.3 in increments of 0.02 units of likelihood.

The selection cuts chosen for the analysis are LCC
7 > 0.85 and LEC

7 > 0.85 though

these cuts could be different for CC and EC if the two likelihoods perform differently.

Medium electrons passing the track and likelihood requirements are called “tight”

electrons.
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Figure 5.1: Smoothed, normalized likelihood input distributions for objects in the
CC. The black line is signal; the red is background. These distributions are: (a)
fEM , (b) χ2

Cal7, (c)ET /pT , (d)χ2
spatial, (e) DCA, (f) number of tracks in an 0.05

cone, and (g) sum of track pT in an 0.4 cone around the candidate track.
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Figure 5.2: Smoothed, normalized likelihood input distributions for objects in the
EC. The black line is signal; the red is background. These distributions are: (a)
fEM , (b) χ2

Cal7, (c)ET /pT , (d)χ2
spatial, (e) DCA, (f) number of tracks in an 0.05

cone, and (g) sum of track pT in an 0.4 cone around the candidate track.
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fEM χ2
Cal7 χ2

spatial ET /pT DCA Ntrks
∑

ptrk
T

fEM 1 -0.450 0.089 -0.027 -0.005 -0.057 -0.033

χ2
Cal7 1 -0.272 0.036 -0.002 0.124 0.041

χ2
spatial 1 -0.112 -0.014 -0.078 -0.044

ET /pT 1 0.030 0.108 0.051
DCA 1 -0.012 -0.001
Ntrks 1 0.183
∑

ptrk
T 1

Table 5.1: Correlation coefficients for likelihood signal input variables in the CC.

fEM χ2
Cal7 χ2

spatial ET /pT DCA Ntrks
∑

ptrk
T

fEM 1 -0.426 0.125 -0.120 -0.014 -0.002 -0.023

χ2
Cal7 1 -0.141 0.091 -0.013 0.068 0.039

χ2
spatial 1 -0.445 -0.059 -0.091 -0.069

ET /pT 1 0.001 0.124 0.093
DCA 1 0.006 -0.002
Ntrks 1 0.299
∑

ptrk
T 1

Table 5.2: Correlation coefficients for likelihood signal input variables in the EC.

fEM χ2
Cal7 χ2

spatial ET /pT DCA Ntrks
∑

ptrk
T

fEM 1 -0.538 0.106 -0.014 -0.002 -0.059 -0.040

χ2
Cal7 1 -0.184 0.009 0.002 0.009 0.044

χ2
spatial 1 -0.080 0.003 0.078 -0.003

ET /pT 1 0.000 0.096 0.079
DCA 1 0.003 -0.002
Ntrks 1 0.230
∑

ptrk
T 1

Table 5.3: Correlation coefficients for likelihood background input variables in the
CC.
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fEM χ2
Cal7 χ2

spatial ET /pT DCA Ntrks
∑

ptrk
T

fEM 1 -0.550 0.129 -0.047 -0.002 -0.017 -0.016

χ2
Cal7 1 -0.186 0.074 -0.002 0.037 0.025

χ2
spatial 1 -0.105 -0.006 -0.043 -0.013

ET /pT 1 0.009 0.227 0.139
DCA 1 0.007 0.005
Ntrks 1 0.197
∑

ptrk
T 1

Table 5.4: Correlation coefficients for likelihood background input variables in the
EC.
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Figure 5.3: Likelihood distributions for signal and background in the CC (top) and
EC (bottom).
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Figure 5.4: Background efficiency vs. signal efficiency after preselection for various
likelihood cuts in the CC (top) and EC (bottom). The likelihood cuts chosen for the
analysis are denoted by the red squares.
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5.1.5 Electron Efficiencies and Scale Factors

Measuring the tight electron efficiency is done in two steps. First, the efficiency for

an electron to be reconstructed and pass medium cuts is derived. Then the efficiency

for a medium electron to pass tight cuts is found.

The electron efficiencies are measured using the tag-and-probe method discussed

in Section 4.1.2. To measure the efficiency for an electron to be reconstructed and

pass medium cuts, a data set consisting of a tight electron and a second track where

the invariant mass of the two tracks falls into a window around the Z mass (80-100

GeV) is used. The tight electron is the tag electron. The second track is the probe.

The efficiency, ε, is obtained by determining the fraction of tracks with a matched

medium electron:

ε =
Nmed+trk

Ntrk
, (5.6)

where Nmed+trk is the number of probes with matched medium electrons and Ntrk

is the number of probes. Since electrons behave differently in the CC and EC, all

electron efficiencies are measured separately for these two regions. Figure 5.5 shows

the medium electron reconstruction efficiency, εreco∗ID, plotted with respect to the

distance to the nearest jet. This efficiency is also shown for electrons in the Z → ee

Monte Carlo sample.

Likewise, the efficiency for going from medium to tight cuts, εtrk∗lh, is obtained

using the tag and probe method. This time, a sample of events with two EM clusters

in the calorimeter whose invariant mass lies in the previously defined Z window is

used. The tag cluster must pass tight cuts, and the probe cluster must pass medium

cuts. The efficiency is then the number of medium electrons passing tight cuts divided

by the number of medium electrons. This efficiency, plotted with respect to ηd and

φd, are shown in Figure 5.6, for CC and EC separately. This efficiency is also shown

for electrons in a sample of Z → ee Monte Carlo.
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It is clear that the efficiencies measured in data and Monte Carlo are not the same.

The Monte Carlo tends to have higher efficiencies since it does not describe all of the

features of the real detector. For example, dead channels are not accounted for in the

Monte Carlo but have a real impact in the data. Therefore, scale factors of the form

κ =
ε(Zdata)

ε(ZMC)

are used to scale Monte Carlo efficiencies, ε(ZMC), to the data efficiencies, ε(Zdata).

In order to check for systematic effects due to electron-jet overlap, the scale factor

for the medium electron reconstruction efficiency is found versus ∆R between the

electron and closest jet in events with only one jet. The scale factors for CC and EC,

shown in Figure 5.5, have no statistically significant dependence while the systematic

uncertainties are determined from the scatter of the scale factor versus ∆R. The

resulting scale factors in CC and EC are listed in Table 5.5.

Figure 5.6 shows the correction factor for track-matching times likelihood effi-

ciency versus ηd and φd. In the CC, the scale factor is obtained by fitting ηd with a

constant and taking the systematic uncertainty to be the larger RMS of the two plots.

In EC, however, the scale factor has some dependence on ηd. The scale factor is then

determined by folding the ηd dependent scale into the ηd spectrum of the EC elec-

trons in the ee and eµ final states of the tt Monte Carlo. The resulting average scale

factors are consistent within statistical errors and are combined to form a single scale

factor for EC electrons. Doing this same convolution with the background Monte

Carlo gives results consistent with the scale factor found in the tt sample. Thus, the

same scale factor is used throughout the analysis for EC electrons [55]. The resulting

scale factors in CC and EC are also presented in Table 5.5.
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Scale Factor CC EC
κreco∗ID 0.979±0.026 0.876±0.067
κtrk∗lh 0.869±0.018 0.753±0.033

Table 5.5: EM scale factors relating Monte Carlo to data in the CC and EC [55].

Figure 5.5: εreco∗ID in data and Monte Carlo and the corresponding scale factors
versus the distance between the electron track and the closest jet in CC (top) and
EC (bottom). The green lines show the constant value fits (p0) to the scale factors.
Adapted from [55].
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Figure 5.6: The top two plots are εtrk∗lh vs ηd for CC and EC electrons, respectively.
The bottom two plots are εtrk∗lh vs φd for CC and EC electrons, respectively. The
green lines show the constant value fits (p0) to the scale factors. Adapted from [55].
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5.1.6 Electron Energy Resolution and Oversmearing

The electron energy resolution is better in the Monte Carlo than in the data, causing

the Z peak to be narrower in the Monte Carlo. In addition, the Z peak is shifted in

the Monte Carlo from its position in the data. To compensate, the electron cluster

energy in the Monte Carlo is smeared to reproduce the resolution in data. A scale

factor is also applied in the Monte Carlo to shift the peak location.

The electron energy resolution is parameterized by

σ(E)

E
= C ⊕ S√

E
⊕ N

E
, (5.7)

where C, S, and N are constant, sampling, and noise terms, respectively. Hence, the

energies of the Monte Carlo electrons are adjusted by

E′ = E × [α + ξ1 = Gaus(0, σ = αc)

+ ξ2 = Gaus(0, σ = s
√

α/E)

+ ξ3 = Gaus(0, σ = n/E)],

(5.8)

where α is the scale factor and ξ1, ξ2, and ξ3 are random oversmearings obtained

from Gaussian distributions with a mean of zero and a width of σ. c, s, and n are the

constant, sampling, and noise oversmearing coefficients. Table 5.6 gives the values

of the scale and over-smearing terms in three regions: CC (in fiducial), CC (not in

fiducial), and EC. An in-fiducial electron is at least 0.01 radians in φ away from one

of the 32 evenly spaced φ-cracks in the calorimeter. This distinction is made since a

different energy scale is applied to in-fiducial and not-in-fiducial electrons.

Once the scale and oversmearing parameters are obtained and applied to the

Monte Carlo, the constant and sampling terms which determine the energy resolution

can be found. Since high-pT electrons are being used, the noise term is negligible.

Table 5.7 lists the values of these terms for in-fiducial CC, not-in-fiducial CC, and
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Electron Type Scale Factor Oversmearing Parameter
CC (in fiducial) 1.003±0.001 0.045±0.004

CC (not in fiducial) 0.950±0.011 0.115±0.009
EC 0.996±0.005 0.034±0.009

Table 5.6: Scale factors and oversmearing parameters for MC electrons [56].

Electron Type C S(
√

GeV )
CC (in fiducial) 0.0439±0.0002 0.224±0.002

CC (not in fiducial) 0.1116±0.0011 0.385±0.013
EC 0.0316±0.0005 0.258±0.006

Table 5.7: Energy resolution parameters for high-pT electrons [56].

EC electrons.

A detailed description of how the scale factor, smearing coefficients, and resolution

terms are obtained is presented in [56]. It also shows that only the scale factor and

the oversmearing term provided by σ = αc are needed to tune the electron energy in

the Monte Carlo to match the data. Figure 5.7 shows this agreement between data

and smeared Monte Carlo.

5.1.7 Electron Charge

As discussed in Section 3.3.2, the magnetic field makes it possible to determine

whether an object is positively or negatively charged in Run II. Therefore, if one

is interested in, for example, Z → ee or tt → ee events, a cut may be applied requir-

ing that the electrons be oppositely charged. Of course, there is a small inefficiency

with this cut since straight, high-pT tracks can sometimes be reconstructed with the

wrong sign. Figure 5.8 shows the dielectron invariant mass distributions for CCCC,

CCEC, and ECEC electron pair with opposite and like signs. As with the other

electron efficiencies, the Monte Carlo does not reproduce the data exactly; therefore,

scale factors must be calculated for this cut as well. These are listed in Table 5.8.
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Figure 5.7: Comparison of Z data and corrected Z Monte Carlo.

CCCC CCEC ECEC
Data Efficiency 0.997±0.001 0.955±0.003 0.906±0.011
MC Efficiency 0.999±0.000 0.993±0.000 0.976±0.001

κsign 0.998±0.001 0.962±0.003 0.928±0.011

Table 5.8: Efficiencies and scale factors for requiring opposite charges for CCCC,
CCEC, and ECEC electron pairs.
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Figure 5.8: Mee distributions for opposite- and like-signed electron pairs in the CCCC
(right), CCEC (middle), and ECEC (left).
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5.2 Jets

5.2.1 Jet Reconstruction

Jets are reconstructed using the improved legacy cone algorithm [57] as recommended

by the Run II QCD workshop. The cone size for jet reconstruction is R = 0.5.

As for electrons, zero suppression and the hot cell killer are used to reduce noise. In

addition, the T42 algorithm [58][59] is applied to obtain a finer treatment of calorime-

ter noise, which, in turn, improves the reconstruction of calorimeter objects. This

algorithm removes 3D-isolated cells with an energy less than four times the width of

the noise (4σ) in that cell. In addition, T42 rejects all cells with negative energies.

EM1 and layers 8, 9, and 10 of the intercryostat region are not considered by T42 so

all of their positive energy cells are kept. In most events, T42 rejects 30% to 60% of

cells. The T42 algorithm reduces the number of fake jets clustered on noise, or “noise

jets,” by about a factor of two [60].

5.2.2 Jet Identification

Once the jets are reconstructed, further quality cuts are applied in order to distinguish

real jets from fake jets. These cuts are:

• 0.05 < fEM < 0.95 removes electromagnetic particles at the high end and jets

with a disproportionate amount of hadronic energy at the low end.

• Coarse Hadronic Fraction (CHF) < 0.4 removes jets which deposit their energy

predominantly in the coarse hadronic layers of the calorimeter since these layers

should have less energy deposited in them and tend to be noisier.

• Hot Fraction (HotF)< 10 rejects jets clustered from hot cells by cutting on

the ratio of the highest to the next-to-highest transverse energy cell in the

calorimeter.
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• n90 > 1 cuts out jets clustered from a single hot tower by requiring the number

of towers containing 90% of the jet energy to be greater than one.

Even when these quality cuts are applied, a significant number of noise jets still

survive. A comparison of the energy in the L1 calorimeter towers to the energy

obtained in the precision readout turns out to be very discriminating against noise jets.

Therefore, an additional variable has been derived using this information. Defining

L1SET to be the scalar sum of the trigger towers’ ET s in the same cone as the jet,

the cut used to reject noise jets is

L1SET

p
jet
T (1 − CHF )

> 0.4(in CC, EC) or > 0.2(in ICD),

where CC is |ηd| < 0.8, EC is |ηd| > 1.5, and ICD is 0.8 < |ηd| < 1.5 [61]. The

efficiency for this cut is very high (> 99.5%) in all three regions [60].

5.2.3 Jet Energy Scale

The raw energies of reconstructed jets are affected by noise, calorimeter response,

showering effects, and the underlying event. Therefore, the standard jet energy scale

(JES) corrections are applied in an attempt to correct the jet energies back to the

particle level energy, the energy the particle had before interacting with the calorime-

ter. The corrected jet energy (Ecorr) is obtained from the measured energy (Emeas)

by

Ecorr =
Emeas − O

R × S
,

where R is the calorimeter response, S is the fraction of shower leakage outside the

R = 0.5 cone, and O is the energy offset due to the underlying event, energy pile-

up, multiple interactions, electronic noise, and uranium noise. R is determined by

requiring ET balancing in γ+jet events; S is obtained by measuring the energy profiles

of jets; and O is derived from energy densities in minimum bias trigger events.
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In this analysis, JetCorr v5.1 [62] is used to correct jet energies in both the data

and Monte Carlo. The corrections are done jet-by-jet, and different corrections are

used for jets in data and Monte Carlo.

5.2.4 Jet Energy Resolution

The jet energy resolutions [63] are derived using two samples, one for jets above

pT ≈ 50 GeV and one for jets with pT < 50 GeV. For high energy jets (pT > 50

GeV), a dijet sample is used. This sample is binned into several bins based on average

pT of the dijet system (< pT >= (p1
T + p2

T )/2). In each bin, the distribution of the

transverse momentum asymmetry,

Ajj =
|p1

T − p2
T |

p1
T + p2

T

, (5.9)

is obtained. The width of this distribution, σA, gives the jet pT resolution by

σpT

pT
=

√
2σAjj

. (5.10)

For jets with pT < 50 GeV, a back-to-back photon+jet sample is used in which

the asymmetry variable is defined

Aγj =
p
j
T + p

γ
T

p
γ
T

. (5.11)

Since the resolution of the photon is considerably better than the resolution of the

jet, σ
p
γ
T

can be ignored. The jet resolution can then be written

σ
p
j
T

p
j
T

= σAγj
× Rγj , (5.12)

where Rγj = p
γ
T /p

j
T corrects for the imbalance between average jet and photon pT in
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|η| Range Data Monte Carlo
N S C N S C

0.0< |η| <0.5 5.05 0.753 0.0893 4.26 0.658 0.0436
0.5< |η| <1.0 0.0 1.20 0.0870 4.61 0.621 0.0578
1.0< |η| <1.5 2.24 0.924 0.135 3.08 0.816 0.0729
1.5< |η| <2.0 6.42 0.0 0.974 4.83 0.0 0.0735

Table 5.9: Jet energy resolution constants for jets in data and Monte Carlo [63].

each pT bin.

The results from the two pT ranges are combined, and the jet energy resolution

is parameterized using
σ
p
j
T

p
j
T

=

√

√

√

√

N2

p2
T

+
S2

pT
+ C2. (5.13)

The fit parameters are summarized in Table 5.9.

5.2.5 Jet/EM Separation

Electrons and photons are reconstructed as both jets and as EM objects. Therefore, it

is imperative to separate isolated electrons from jets in order to avoid double-counting

these objects. Moreover, different energy scales are required for electrons and jets.

The EM energy scale is applied to electrons, photons, and jets dominated by

photons (namely π0’s) since all of these objects tend to have similar shower shapes

in the calorimeter and are contained mainly in the EM part of the calorimeter. All

other objects are considered to be jets to which the jet energy scale is applied. A

good EM cluster in the calorimeter is defined by the standard electron preselection

cuts in the calorimeter: |ID| = 10 or 11, fEM > 0.9, fiso < 0.15, and χ2
Cal7 < 50.

Any object in the jet list within ∆R < 0.5 of an EM object is removed from the jet

list and is treated exclusively as an EM object.

If an EM object does not pass tighter selection cuts, it is not reconsidered as a

jet. Thus, the EM energy scale is still applied to it, not the jet energy scale. It is
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true that a real jet could look like an EM object, in which case, this treatment is

incorrect. However, in looking at Z → ee events, it is clear that this effect is not

a problem. Figure 5.9 shows the number of EM objects in Z events after requiring

two tight electrons. Only 130 out of 14408 events (i.e. 0.90%±0.08% of events) have

more than two EM objects, and a large fraction of these extra EM objects are most

likely π0’s or photons. Since this effect is so small, this Jet/EM separation treatment

is applicable.
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Figure 5.9: Number of EM objects in Z and Z + 2 jet events where 2 tight electrons
are required. The number of Z +2 jet events is normalized to the number of Z events
in the 2nd EM bin.

5.2.6 Jet Scale Factor

As with the electrons, jet reconstruction and identification efficiencies in the Monte

Carlo are not the same as in the data. Therefore, a scale factor must also be applied
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to the Monte Carlo jets. This scale factor is derived on a γ+jet sample and is found

to be ET dependent [64]. Figure 5.10 shows this dependence for CC, ICD, and EC

jets. The scale factor is cross checked on a statistics-limited Z+jet sample, and the

scale factors derived using this method agree with the scale factors obtained using

the γ+jet sample within statistical errors.

Instead of applying the jet scale factor in the analysis, the scale factor curves

are folded in when top analyze is run over the Monte Carlo samples. Hence, the jet

reconstruction and identification efficiencies in the top analyze output agree with the

data.

5.3 Missing Transverse Energy

What primarily distinguishes top events from Z/γ∗ + jets events in the dielectron

channel is the two νe’s in the final state of the top decay. Direct observation of

the neutrinos is impossible; rather, they are detected as an imbalance of energy in

the transverse plane. That is, the neutrinos “appear” as missing transverse energy,

6ET . The 6ET has the magnitude of the vector sum of the transverse energies of the

calorimeter cells used in the calculation, pointing in the opposite direction in φ in

order to balance the energy in the transverse plane. This analysis uses the standard

6ET calculated from the transverse energies of calorimeter cells passing T42 except for

cells in the CH layers. CH cells are used only if they are contained in good jets. The

raw 6ET is calculated by RECO before any corrections are applied.

Since energy corrections are made to both EM objects and jets, the 6ET must

also be corrected in order to account for the change in energy imbalance. The JES

correction has a considerably larger impact on the 6ET than the EM energy corrections.

The 6ET after these corrections is termed the calorimeter 6ET .

High-pT muons, however, do not deposit much energy in the calorimeter. The

calorimeter 6ET does not account for the presence of these objects; therefore, some of
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Figure 5.10: Scale factor vs jet ET for CC, EC, and ICD jets.

the energy imbalance in the transverse plane is due to these muons, not neutrinos.

Hence, one more correction to the 6ET must be made: the momentum of all the

muons must be subtracted vectorially from the 6ET after deducting the minimum-

ionizing energy deposited in the calorimeter. This 6ET is what is used in the analysis.

Of course, in a dielectron analysis, this last correction has little impact since few

events have two high-pT electrons and a high-pT muon.
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5.3.1 6ET Resolution

As with jets and electrons, the 6ET resolution in the Monte Carlo does not reproduce

the 6ET resolution in data. The Monte Carlo 6ET distribution is too narrow. Therefore,

the Monte Carlo 6ET is smeared to bring the core of the Monte Carlo distribution into

agreement with the core of the distribution in data. [65] describes in detail how the

oversmearing is obtained. In brief, the 6ET distribution, as well as the corresponding

6Ex and 6Ey distributions, is found to be narrower in the Z → ee Monte Carlo sample

than in the Z → ee data sample. Moreover, the 6ET resolution turns out to be a

function of unclustered scalar ET (
∑

ETunclus), which is the scalar ET of the event

with the scalar values of the electron and jet pT ’s subtracted. Hence, the 6Ex and

6Ey resolutions (the widths of the 6Ex and 6Ey distributions) for both data and Monte

Carlo are plotted against
∑

ETunclus. Oversmearing parameters for the x and y

components of the 6ET , σ 6Ex
and σ 6Ey

, are then obtained by separately subtracting,

in quadrature, the 6Ex and 6Ey resolutions in data and Monte Carlo as a function of

∑

ETunclus, respectively. It turns out that these dependencies are linear and agree

within error. Therefore, the same weighted average smearing factor, is used for both

components of the 6ET :

σ 6Ex
= σ 6Ey

= 2.553 + 0.00895 ×
∑

ETunclus. (5.14)

This oversmearing is found to be independent of data sample and of jet multiplicity.

Note that the 6ET resolution for two jet events is considerably worse than for zero jet

events, but, within errors, the difference between data and Monte Carlo is independent

of jet multiplicity. Figure 5.11 compared the smeared and unsmeared 6ET in the Z

Monte Carlo to the 6ET of Z events in data.
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Figure 5.11: Comparison of smeared and unsmeared 6ET in the Z Monte Carlo to the
6ET in the tight dielectron (i.e. Z) data. The plot on the left shows the inclusive Z
data and Monte Carlo. The plot on the right shows the same comparison for events
with two or more jets.

5.4 Primary Vertex

Two primary vertex reconstruction algorithms exist in the DØ software. The d0reco

package implements one during the reconstruction while the one that is used for the

analysis is applied later in the d0root package. Both algorithms use the same vertex

selection method but differ in track selection and fitting techniques. d0reco uses

a looser cut on the impact parameter significance of tracks entering the fitter than

d0root. Also, d0reco has no minimum requirement on the number of SMT hits when

running on Monte Carlo while d0root requires at least two SMT hits per track. In

data, both require two SMT hits per track. Moreover, d0root uses a fitting technique

that both determines the position of the primary vertex and refits the tracks with

the constraint that they originate from the primary vertex. Though these differences

exist, the two vertex reconstruction algorithms perform comparably. Since the d0reco

primary vertex was upgraded to the d0root version from an older algorithm with

poorer performance in production release p14.05, the d0root package is used in order

to treat the entire data set uniformly.
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εdata(Z → ee) εMC(Z → ee) scale factor
|zPV | < 60cm, Ntrk ≥ 3
Njet ≥ 0 0.973±0.001 0.981±0.001 0.992±0.001
Njet ≥ 1 0.993 ± 0.002 0.993 ± 0.001 1.000 ± 0.002
Njet ≥ 2 0.996 ± 0.004 0.996 ± 0.001 1.000 ± 0.004
∆z(d0reco, d0root)
Njet ≥ 0 0.992 ± 0.001 0.991 ± 0.001 1.001 ± 0.001
Njet ≥ 1 0.995 ± 0.001 0.997 ± 0.001 0.998 ± 0.002
Njet ≥ 2 0.992 ± 0.004 0.999 ± 0.001 0.993 ± 0.006
∆z(PV, e)
Njet ≥ 0 0.988 ± 0.001 0.998 ± 0.000 0.990 ± 0.001
Njet ≥ 1 0.991 ± 0.002 0.999 ± 0.001 0.992 ± 0.002
Njet ≥ 2 0.984 ± 0.009 0.999 ± 0.001 0.985 ± 0.008

Table 5.10: Primary vertex cut efficiencies in Z → ee data and MC and a scale factor
as a function of jet multiplicity. All errors are statistical.

5.4.1 Primary Vertex Cuts, Efficiencies, and Scale Factors

Since many quantities such as the 6ET and the electron track match are calculated

with respect to the primary vertex, several cuts are applied in order to ensure a

candidate event has high-quality reconstructed vertex. First, since the SMT is the

main tool used in identifying the primary vertex, the vertex must be within the SMT

fiducial region (|zPV | < 60 cm). In addition, the vertex must have at least three

tracks attached to it (Ntrk ≥ 3). This cut removes events in which no vertex is found

(Ntrk = 0), in which case the primary vertex is set to the center of the detector,

(0,0,0), by default.

Since the 6ET and other quantities that depend on the primary vertex are calculated

with respect to the d0reco vertex, not the d0root vertex, the two vertices must be

consistent. Therefore, the cut, |zPV (d0reco) − zPV (d0root)| < 5 cm, is applied.

Finally, both electrons are required to originate from the same primary vertex since

the track match depends on the primary vertex position. Hence, a cut on the impact

parameter of each electron track with respect to the primary vertex in z is applied:

|∆z(e, PV )| < 1 cm.
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Scale Factor
κPV (Njet ≥ 0) 0.989±0.002(stat)±0.007(syst)
κPV (Njet ≥ 1, Njet ≥ 2) 0.997±0.003(stat)
κ∆z(d0 reco,d0 root) 1.000±0.001(stat)

κ∆z(PV,e) 0.990±0.001(stat)

Table 5.11: Common vertex scale factors used in the dilepton cross section analyses.

Table 5.10 lists the vertex cut efficiencies measured in Z → ee Monte Carlo and

data in terms of jet multiplicity. The Z → ee Monte Carlo sample is used for the 0

and 1 jet lines while the Zjj → eejj sample is used in the two jet line. The analysis

data are used in the data column. The efficiencies are simply the fraction of events

passing the listed cuts (in the order given in the table) for events with two tight

electrons and N jets. The Monte Carlo models the data very well for the vertex cuts,

and the Z → µµ channel shows similar behavior. Therefore, for the sake of simplicity,

it was decided that scale factors averaged between the dielectron and dimuon channels

would be used for all three dilepton cross section measurements. These scale factors

are listed in Table 5.11. Differences are given by systematic errors when they are

statistically significant.
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Chapter 6

Cross Section Analysis

Though the fraction of tt decays with two electrons in the final state is small, as

discussed in Section 2.4.2, this channel tends to be cleaner than the l+ jets channels,

which have a huge W + jets background. That is, very few physics processes have a

final state with two high-pT electrons, two high-pT jets, and large 6ET . In fact, the

only two physics processes that contribute significantly to the background are:

• Z → ττ : Although the Z cross section is large, requiring two jets in the final

state decreases the cross section by about two orders of magnitude. In addition,

the branching ratio for both τ ’s to decay to electrons is small, BR(ττ → ee) =

0.032 [4]. Moreover, the resulting electron pT spectrum is softer than that of

electrons in Z → ee or tt → ee decays, and there tends to be less 6ET in τ decays

than in decays involving W ’s.

• WW → ee: This cross section is comparable to the top cross section, and

the events are very top-like in electron pT and 6ET . However, requiring two

jets in the final state likewise reduces the WW cross section, minimizing the

contribution from this background.

The largest single background, Z/γ∗ → ee, is actually an instrumental background.

That is, the background is a real physics process coupled with some detector or elec-
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tronics effect which makes the event look top-like. Three instrumental backgrounds,

of which the second two are small, are considered:

• Z/γ∗ → ee: This process has a large cross section compared to tt even when two

jets are required. It also has two high pT electrons in the final state. However,

this process produces no significant 6ET since no ν’s are involved in the decay.

Rather, spurious 6ET must also be present for a Z/γ∗ → ee event to look top-like.

• W + jets: This process has a large cross section and significant 6ET , but a high-

pT jet must fake an isolated electron. The probability for this to happen is very

small, but finite.

• QCD multijet: The cross section for this is huge. However, two high-pT jets

must fake isolated electrons, and spurious 6ET must be produced since jets in

these multijet processes should balance. This background actually turns out to

be insignificant.

6.1 Cut Optimization

The key to this analysis is optimizing kinematic and topological cuts in order to

reject as much background (B) as possible while keeping as much of the signal (S) as

possible. The optimization is done by minimizing
√

S + B/S as the figure of merit.

For similar figures of merit, S/B and signal efficiency are also used to select the most

ideal set of cuts.

Since Z/γ∗ → ee dwarfs the other backgrounds and the signal, this is the primary

background to reject. Fortunately, the invariant mass of the two electrons tends to

fall into a window around the Z mass. In addition, this process has no inherent

6ET ; therefore, as shown in Run I, cutting concurrently on Z mass and 6ET is a very

effective way to reject most of this background (though it still remains the largest

source of background). Figure 6.1 shows the 6ET vs dielectron invariant mass for
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the signal and backgrounds. Unlike in Run I, however, the Z mass window must be

excluded entirely in order to keep the Z/γ∗ → ee background in check since Run II is a

noisier environment, producing more spurious 6ET . In addition, this analysis considers

different 6ET cuts below and above the Z mass window since the Z/γ∗ → ττ → ee

background lies mainly in the low mass region. Therefore, one might hypothesize

that a 6ET cut in the high mass region would not have to be as severe as the cut in

the low mass region.

Preliminary studies attempt to determine the most effective variables for rejecting

background while preserving signal and over what ranges to consider these variables.

A number of variables are examined, including:

• Electron pT

• Jet pT

• Width of the Z mass window

• 6ET in the low and high Mee regions, separately

• HT =
∑

p
jets
T

• He
T = pe1

T +
∑

p
jets
T

• Aplanarity: A = 3
2Q1

• Sphericity: S = 3
2(Q1 + Q2)
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Figure 6.1: 6ET vs. Mee distribution after dilepton and 2 jet cuts for data (top left),
top (top right), WW (middle left), Z → ττ (middle right), and Z → ee + 2 jets
(bottom) Monte Carlo. Also shown is the applied cut.
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Figure 6.2: Momentum tensor ellipsoid [66].

The Q’s in A and S are the ordered (from smallest to largest) eigenvalues of the

normalized momentum tensors; that is;

Qi =

∑

(pj · n̂i)
2

∑

P 2
j

, (6.1)

where j runs over the two electrons and all jets in the event. pj is the three-momentum

vector of the jth object and Pj is the total momentum of the jth object. Q1 is

a measure of the flatness of the momentum tensor ellipsoid (Figure 6.2); Q2 is a

measure of its width; and Q3 is a measure of its length [66].

The optimization results are always less optimal when any of the HT variables are

used compared to when they are left out. Moreover, aplanarity has very little dis-

crimination power in the dielectron channel. Therefore, only the remaining variables

are considered in detail for the analysis. The final optimization is performed using a

full grid search [67], sequentially varying the cuts on these remaining variables. This

optimization uses the final data and Monte Carlo sets; however, when the optimiza-

tion was run, the final scale factors relating data and Monte Carlo had not yet been

calculated. Instead, the scale factors from the Moriond 2004 analysis are used [68].

For the grid search, the background and signal yields are obtained as they are in

the proceeding analysis. However, in the analysis, the largest background, Z/γ∗ →

ee+ fake 6ET , is derived from data. Because the sample size for this background gives
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√
S + B/S S/B 6ET (GeV) 6ET (GeV) S εsig

(Mee < 80 GeV) (Mee > 100 GeV)
0.81 (0.82) 1.8 (1.7) 40 40 – 8.6%
0.81 (0.82) 2.3 (2.2) 40 40 0.15 7.8%
0.81 (0.82) 2.1 (2.0) 40 35 0.15 8.0% ∗
0.83 (0.82) 1.7 (1.8) 35 35 0.15 8.3%

Table 6.1: Cut choices which perform best in the grid search. The Monte Carlo cross
check is given in parentheses. ∗ indicates the cut chosen for analysis.

a non-negligible statistical error, there is some concern that the grid search might

tune the cuts on fluctuations in the data, leading to a bias in the analysis. However,

as in the analysis, the Zjj Alpgen sample is used as a cross-check since it models

the data quite well. Both samples yield the same result in the grid search, giving

confidence that the cut selection is unbiased. Four cut combinations give the same

figure of merit. All four require that both electrons have pT > 15 GeV, that both

jets have pT > 20 GeV, and that the Z window is 20 GeV wide (80 < Mee < 100

GeV). The differences in these cut combinations are listed in Table 6.1 along with the

figures of merit, S/B’s, and signal efficiencies. The signal efficiencies have very small

statistical errors of 2-3%. Typical statistical errors on the figures of merit are 4-5%

and 10-15% on S/B. Table A.1 in Appendix A lists all combinations of cuts with
√

S + B/S < 0.9, S/B > 1.7 and εsig > 0.068, which are the benchmarks from the

unoptimized cuts used in a previous iteration of the analysis [68]. Figure 6.3 shows

the expected number of signal vs expected number of background events for all cut

combinations.

Of the four cuts listed in Table 6.1, the third one is chosen. Since all of these

choices are all statistically comparable, the final selection cuts are the ones that give

the middle efficiency and S/B values.

To summarize, the final event selection determined by the grid search is:

• Two tight, oppositely-charged electrons with pT > 15 GeV in the CC or EC.
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Figure 6.3: Expected signal vs expected background for all cut combinations tested
in the grid search. The four combinations listed in Table 6.1 are circled.

• Two good jets with pT > 20 GeV with |η| < 2.5.

• Exclusion of the Z mass window from 80 < Mee < 100 GeV.

• 6ET > 40 GeV for Mee < 80 GeV and 6ET > 35 GeV for Mee > 100 GeV.

• S > 0.15

6.2 Signal Efficiencies

The final selection cuts can now be applied to the tt Monte Carlo in order to obtain

the cut-by-cut efficiencies as well as the overall efficiency for signal. The efficiency

breakdown is given in Table 6.2. Electrons originating from direct decays of the W

and from W decays to τ where the τ then decays to e are taken into account.
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Category Cut Efficiency Total Efficiency
Electrons Reco,EM Acc, ID, pT > 15 GeV 0.399±0.005 0.399±0.005

Assoc. Track Match 0.845±0.007 0.337±0.005
L7 > 0.85 0.816±0.008 0.275±0.005

Opposite Sign 0.998±0.001 0.275±0.005
κreco+id 0.936±0.000 0.257±0.005

κtrk+lhood 0.733±0.000 0.189±0.004
κsign 0.990±0.001 0.187±0.004

Trigger 0.935±0.006 0.175±0.003
Jets ≥ 1 jet (pT > 20 GeV) 0.970±0.004 0.169±0.003

≥ 2 jets, (pT > 20 GeV) 0.732±0.010 0.124±0.003
Vertex |z| < 60 cm, Ntrk > 2 0.999±0.001 0.124±0.003

|zRECO − znew| < 5 cm 0.997±0.001 0.123±0.003
∆z(e, PV ) < 1 cm 1±0 0.123±0.003

κvtx 0.987±0.003 0.122±0.003
Mz cut Mee < 80 GeV or > 100 GeV 0.848±0.009 0.103±0.003
6ET 6ET > 40(35) GeV, 0.745±0.012 0.077±0.002

Mee < 80(> 100) GeV
Topological S > 0.15 0.916±0.009 0.071±0.002

Table 6.2: Efficiencies of object identification and kinematic selection on tt → ee
Monte Carlo. Errors are statistical only.
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Cut κCCCC κCCEC κECEC
Cluster selection, EM ID 0.958±0.000 0.858±0.000 0.767 ±0.000
Track Match, Likelihood 0.755±0.000 0.654±0.000 0.567 ± 0.000

Opposite sign 0.998±0.001 0.962±0.003 0.928±0.011
Vertex 0.987±0.003 0.987±0.003 0.987±0.003

Table 6.3: Summary of the correction factors relating Monte Carlo and data efficien-
cies. Errors are statistical only.

As discussed in Section 5.1.5, the Monte Carlo does not reproduce all the features

in the data accurately; therefore, correction factors are applied separately to CC and

EC electrons. Since the dielectron final state of the top decay has two electrons, there

are three different combinations of electrons: two electrons in the CC (CCCC), one

in the CC and one in the EC (CCEC), and two electrons in the EC (ECEC). Scale

factors for events with each electron configuration are shown in Table 6.3. The scale

factors shown in Table 6.2 are derived from the scale factors in Table 6.3 by weighting

each scale factor by the number of events in each region; that is,

κ =
κCCCCNCCCC + κCCECNCCEC + κECECNECEC

NCCCC + NCCEC + NECEC
, (6.2)

where NCCCC , NCCEC , and NECEC are the numbers of events with each type of

electron configuration.

The total efficiency for tt → ee events to pass all cuts, obtained by multiplying

the efficiency for each cut and the scale factors together, is

εtop = 0.071 ± 0.002(stat)+0.009
−0.011(syst).

The biggest efficiency hit occurs in the first line of the table. This inefficiency results

mainly from inefficient electron reconstruction and from limiting the acceptance to

only CC and EC electrons. The 15 GeV cut also removes many of the events involving

τ decays since some of the τ momentum is lost to the two neutrinos involved in that

98



decay; hence, the electrons produced in τ decays tend to be softer than electrons

decaying directly from W ’s. In fact, the efficiency at the first line of Table 6.2 for

decays in which both electrons come from τ ’s is 9%; whereas, it is 50% when both

electrons come from W ’s. Once two 15 GeV electrons are found, however, going from

loose to medium cuts is almost fully efficient. Requiring a second jet with pT > 20

GeV and the severe 6ET cut are two other large inefficiencies; however, these cuts are

necessary to keep the backgrounds in check. The 6ET cut is considerably harsher than

the comparable cut in Run I; however, the 6ET resolution is considerably worse in Run

II requiring a stiffer cut.

Assuming a tt cross section of 7 pb and a branching fraction of 0.01584 (accounting

for the decays involving τ → e and using the latest PDG numbers [4]), the expected

event yield is 1.91 ± 0.05(stat)+0.25
−0.30(syst) events. The breakdown of systematic un-

certainties is discussed in Section 6.6.

6.3 Physics Backgrounds

As discussed at the beginning of this chapter, the two main physics backgrounds in

the dielectron channel are WW → ee and Z → ττ where both τ ’s decay to electrons.

Both of these backgrounds have two high pT electrons and significant 6ET ; however,

the fraction of time they are produced with two jets is small. The contributions from

both of these backgrounds are obtained from Monte Carlo just as the expected top

yield is obtained.

6.3.1 Z → ττ

The Z → ττ contribution is estimated using the Alpgen (Z → ττ)jj sample. An

expected yield of 0.11 ± 0.01(stat) is obtained using the method described for the

signal sample. However, in a sample of (Z → ee)jj Monte Carlo generated with the

99



same settings, the predicted yield does not match the observation because the jet pT

spectrum of the Monte Carlo sample is softer than the pT spectrum of jets in the data.

Therefore, a correction factor is obtained which normalizes the expected number of

(Z → ee)jj events to the number of observed (Z → ee)jj events in a Z mass window

(80 < Mee < 100 GeV). This correction factor is 1.20 ± 0.09. The correction factor

remains stable when the window is widened to 75 < Mee < 105 GeV. Figure 6.4

shows the effect of applying the correction factor in (Z → ee)jj Monte Carlo.

When the correction factor is applied to the (Z → ττ)jj expectation, the predicted

yield is 0.13 ± 0.02(stat) events.
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Figure 6.4: Comparison of Zjj Monte Carlo to Z + 2 jets data. Both the corrected
and uncorrected Zjj distributions are shown.
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Cut WW WZ → jjll Total

N
pT >15
ele ≥ 2 7.48±0.19 4.54±0.07 12.63±0.20

N
pT >20
jets ≥ 1 0.62±0.03 4.27±0.07 5.09±0.08

N
pT >20
jets ≥ 2 0.30±0.11 2.28±0.04 2.61±0.12

MZ Cut 0.26±0.09 0.10±0.01 0.36±0.09
6ET Cut 0.18±0.06 0.01±0.00 0.19±0.06
S > 0.15 0.14±0.05 — 0.14±0.05

Table 6.4: Diboson background expectations at each cut level. Errors are statistical
only.

6.3.2 Diboson

The WW background is studied using the WWjj Alpgen sample discussed in Sec-

tion 4.3.1. Estimating this contribution in the same way the signal contribution is

estimated yields 0.14 ± 0.05(stat) events.

The contribution from WZ is examined using the WZ → jjll sample generated

with Pythia. This sample, in which the W decays to jets and the Z to two electrons,

does contribute before the Z mass window cut. In fact, this is a larger source of

background than WW at the one and two jet cut levels because the branching fraction

of W → jj is about six times higher than the branching fraction of W → eν. In

addition, WZ does not need to be produced with extra jets in this decay channel

unlike in WW since the W decays to two high pT jets. However, the Z mass cut

effectively removes nearly all of this background. This background, which also has

no inherent 6ET , is completely insignificant at the final cut level.

A breakdown of the diboson background expectation at each cut level is shown

in Table 6.4. Note that the first two lines of the WW background are obtained from

the WW Alpgen sample, not the WWjj Alpgen sample.
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6.4 Instrumental Backgrounds

6.4.1 Fake 6ET Background

The primary background to reject in the dielectron analysis is Z/γ∗ → ee+fake 6ET .

Z/γ∗ decaying directly to electrons produces no neutrinos and should therefore have

no 6ET in the event. However, these events can occur with enough 6ET to pass the

selection cuts for several reasons:

• Single object energy resolutions are finite and worse than expected.

• Hot cells in the calorimeter or malfunctioning readout towers can produce a

spurious excess or deficit of energy.

• Problems in the calorimeter readout chain can cause the precision readout to

read out large positive or negative energies.

• The unreconstructed part of the event from soft gluons and other low energy

deposits is not modeled well in the Monte Carlo.

This background has proven to be the most difficult to understand and reject. How-

ever, several studies have led to a clean-up of the high, non-Gaussian 6ET tail in the

data and more accurate modeling of the 6ET in the Monte Carlo.

Estimating the 6ET fake background first requires determining the 6ET fake rate,

f 6ET
, from a sample which does not contain top or the physics backgrounds. This

fake rate is expressed as a correspondence between the number of observed events

that would fail and that would pass the 6ET selection. To be exact, f 6ET
is defined

as the number of events passing the 6ET cut, N 6ET >35,40, divided by the number of

events failing it, N 6ET <35,40,

f
35,40
6ET

=
N 6ET >35,40

N 6ET <35,40
.
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The samples used to derive f 6ET
must have kinematics and resolutions similar to the

Z/γ∗ events to be rejected. The jet kinematics must be alike in particular since jets

have a major impact on the 6ET resolution. In addition, the sample must model the

entire 6ET spectrum, from the core Gaussian resolution to the tails, observed in a pure

sample of Z + 2 jet events in data. Hence, to determine the best sample, the 6ET in

three candidate samples are compared to the 6ET in the tight Z + 2 jet data sample.

These candidate samples are:

• single photon+2 jets

• diphoton+2 jets

• Z → ee + 2 jets Alpgen Monte Carlo.

The term photon is used loosely here since a photon is defined as an EM cluster with

no track matched in a 0.05× 0.05 road and no likelihood cut applied. These photons

could then be photons or QCD multijet processes where jets fake photons. The cuts

applied to the EM clusters for the different samples are summarized in Table 6.5.

(Even when the isolation and χ2
Cal7 cuts are severely tightened such that the fraction

of direct photons to fake jets must dramatically change, the overall change in fEM

is only about 10% .) The triggers used for the analysis are also used to select the

diphoton sample; the single photon sample, on the other hand, is selected using single

photon or electron triggers designed for direct photon and jet energy scale studies.

Until recently, the Z Monte Carlo has not been a useful sample for studying f 6ET

because the generators do not reproduce the detector effects that result in fake 6ET

well. The core of the distribution has been too narrow and the tails have not been

well modeled. However, by applying the 6ET smearing, described in Section 5.3.1, to

recent Alpgen Zjj, a reasonable 6ET distribution can be obtained. Thus, the Monte

Carlo can finally be used as a cross check to the f 6ET
estimate in data.
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Cut Tight/MC Single Photon Diphoton
Number of EM clusters 2 1 2

pT > 15 GeV
√ √ √

|ηd| < 1.1 or 1.5 < |ηd| < 2.5
√ √ √

fEM > 0.9, fiso < 0.15, χ2
cal7 < 50

√ √ √

Track in 0.05 × 0.05 road
√

veto veto
L7 > 0.85

√
N/A N/A

Table 6.5: EM cluster selections for the dielectron and photon samples used to
estimate the number of 6ET fakes.

The single photon sample is the data sample used to calculate f 6ET
because its

6ET distribution describes the 6ET distribution of the Z + 2 jet sample extremely well

(Figure 6.5). In the two jet bin, the single photon sample is defined to have one

EM object with the cuts described in Table 6.5 and two jets with exactly the same

kinematic cuts used in the analysis. To demonstrate that the single photon sample

behaves like the Z sample, the pT cut on the photon and on the dielectron system

is varied. That is, in the Z sample, each electron has pT > 15 GeV while a cut on

the vector sum of the electron pT is varied. Figure 6.6 shows that varying the single

photon pT and the Z pT in the same way gives the same 6ET distribution and f 6ET
vs

6ET cut. Moreover, if no pT cut is applied to the dielectron system, it behaves just as

if a 15 GeV cut is applied, hence just like a 15 GeV pT cut on the single photon.

Since the single photon sample cannot be used to study the Mee dependence of

fEM , a diphoton sample is used. In the two jet bin, however, the diphoton sample

has a topological bias: the ∆φ between the di-EM system and the 6ET is significantly

different between the diphoton and Z samples [55]. This difference is correlated

with the 6ET resolution in this sample. Thus, the diphoton sample is reweighted with

respect to ∆φ to make it more comparable to the Z sample. The plots of 6ET and f 6ET

vs 6ET cut for both the reweighted and not-reweighted diphoton samples are shown

in Figure 6.7. The “reweighted diphoton” sample is the default diphoton sample for

this study. This reweighting does not work as well in the lower jet multiplicity bins.
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Figure 6.5: 6ET (top) and 6ET fake rate vs 6ET cut (bottom) for the Z + 2 jets data,
single photon, and Zjj Monte Carlo samples [55].
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Figure 6.6: 6ET (top) and 6ET fake rate vs 6ET cut (bottom) for the single photon
and dielectron plus 2 jets samples with different pT cuts applied to the photon and
dielectron system [55].

106



Entries  205

Mean    12.48

RMS     8.774

 (GeV)TMissing E
0 20 40 60 80 100

E
ve

n
ts

10
-3

10
-2

10
-1

Entries  205

Mean    12.48

RMS     8.774

Entries  1117

Mean    13.57

RMS     9.564

Entries  1117

Mean    13.57

RMS     9.564

Entries  1117

Mean     12.9

RMS     9.291

Entries  1117

Mean     12.9

RMS     9.291

Tight

Diphoton Unreweighted

Diphoton

Missing ET (GeV)
0 10 20 30 40 50 60 70 80 90 100

F
ak

e 
ra

te

10
-4

10
-3

10
-2

10
-1

1
Tight

Diphoton Unreweighted

Diphoton

Figure 6.7: 6ET (top) and 6ET fake rate vs 6ET cut (bottom) for the tight, unreweighted
diphoton, and (reweighted) diphoton two jet samples [55].

107



6ET > 35 GeV 6ET > 40 GeV
photon:
= 1 jet 0.00467±0.00005 0.00255±0.00003
≥ 2 jet 0.01972±0.00014 0.01109±0.00011
Z + 2 jet Monte Carlo
≥ 2 jet 0.0191±0.0018 0.01146±0.00141
≥ 2 jet + S > 0.15 0.0182±0.0020 0.00968±0.00145
diphoton:
= 0 jet 0.00147±0.00009 0.00084±0.00007
= 1 jet 0.00773±0.00058 0.00494±0.00047
≥ 2 jet 0.02999±0.00184 0.01567±0.00131

Table 6.6: 6ET fake rates.

Figures 6.8, 6.9, and 6.10 show the 6ET distributions and corresponding f 6ET
vs 6ET

cut for the Z data, single photon, and diphoton samples for three jet multiplicities: 0

jet, 1 jet, and ≥2 jet, respectively. Clearly, the single photon and diphoton samples

describe the 6ET of the Z sample very well in the two jet case, which is the what is

needed for this analysis. In the one jet case, the single photon sample performs better

than the diphoton sample, but does not describe the Z data as well as in the two

jet case. In the zero jet case, the single photon sample cannot be used since there

is a large 6ET bias, and the diphoton sample does not agree very well with the Z

sample. This trend indicates that, as the jet multiplicity increases, the 6ET resolution

is dominated by the jet resolution.

Table 6.6 lists the fate rates for the single photon and diphoton samples for 6ET

cuts of 35 GeV and 40 GeV. Also, the fake rates for the Alpgen Zjj Monte Carlo

sample are included for comparison in the two jet case. Moreover, sphericity in the

single photon sample does not necessarily behave as it would in a sample with two

electrons; therefore, the Monte Carlo is used to show that the f 6ET
with and without

the sphericity cut agree within statistical errors.

As discussed earlier, the diphoton sample is necessary to study the Mee depen-

dence on the 6ET fake rate. Table 6.7 gives the overall fake rate as well as the fake
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Mass Range 6ET > 35 GeV 6ET > 40 GeV
full sample 0.02999±0.00184 0.01567±0.00131
Mee ≤ 80 GeV 0.02884±0.00221 0.01500±0.00157
80 GeV< Mee < 100 GeV 0.02958±0.00517 0.01971±0.00418
Mee ≥ 100 GeV 0.03387±0.00427 0.01540±0.00283

Table 6.7: 6ET fake rates for different Mγγ bins in the diphoton sample.

rates for events below, above, and inside the Z window used in the analysis for 6ET

cuts of 35 GeV and 40 GeV. Since the bins agree within statistical errors, there is

no clear dependence on Mee; thus, using the single photon sample to obtain f 6ET
is

valid for the whole mass range.

Now that the 6ET fake rate has been determined, the number of 6ET fakes can be

estimated. In order to obtain this estimate, the number of events passing all cuts

except the 6ET cut in the low and high mass bins in the tight dielectron sample, desig-

nated NMee<80
tight and NMee>100

tight , respectively, must be obtained. Then, the expected

fake 6ET background is

NZ/γ∗,QCD = NMee<80
tight × f>40

6ET
+ NMee>100

tight × f>35
6ET

. (6.3)

Table 6.8 gives the f 6ET
’s and Ntight’s for the two mass bins used in the analysis for

the last two cuts in the cut progression. After all cuts, the 6ET fake yield is

NZ/γ∗,QCD = 0.59 ± 0.09 events.

Since the Monte Carlo and data show very good agreement, the Alpgen Z + 2

jet sample is used to cross check this result. Using the procedure for calculating

the expected signal, the Monte Carlo predicts 0.86± 0.15(stat) and 0.63± 0.14(stat)

events for the first and second totals in Table 6.8, respectively. These expectations

are fully consistent with the estimates from the data. Since they agree within 0.4σ,

a systematic error is not applied to this background.
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Cut Mass Range f 6ET
Ntight Nexpected

N
pT >20
jets ≥ 2 + Mee+6ET Mee < 80 GeV 0.0111 ± 0.0001 45 0.50±0.07

Mee > 100 GeV 0.0197 ± 0.0001 15 0.30±0.08
Total 0.80 ± 0.11

+ Sphericity>0.15 Mee < 80 GeV 0.0111 ± 0.0001 32 0.36±0.06
Mee > 100 GeV 0.0197 ± 0.0001 12 0.23±0.07

Total 0.59 ± 0.09

Table 6.8: 6ET fake ratios, numbers of tight events below the 6ET cut, and total
expected 6ET fakes for the last two lines.
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Figure 6.8: 6ET (top) and 6ET fake rate vs. 6ET cut (bottom) for tight dielectron and
diphoton data samples with all cuts applied in the 0 jet case [55].
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Figure 6.9: 6ET (top) and 6ET fake rate vs. 6ET cut (bottom) for single photon, tight
dielectron, and diphoton data samples with all cuts applied in the 1 jet case [55].

112



Entries  999044

Mean    12.57

RMS     8.381

 (GeV)TMissing E
0 20 40 60 80 100

E
ve

n
ts

10
-4

10
-3

10
-2

10
-1

Entries  999044

Mean    12.57

RMS     8.381

Entries  205

Mean    12.48

RMS     8.774

Entries  205

Mean    12.48

RMS     8.774

Entries  9425

Mean    13.48

RMS     9.083

Entries  9425

Mean    13.48

RMS     9.083

Single Photon

Tight

Diphoton

 (GeV)TMissing E
0 10 20 30 40 50 60 70 80 90 100

F
ak

e 
ra

te

10
-4

10
-3

10
-2

10
-1

1
Single Photon

Tight

Diphoton

Figure 6.10: 6ET (top) and 6ET fake rate vs. 6ET cut (bottom) for single photon, tight
dielectron, and diphoton data samples with all cuts applied in the 2 jet case [55].
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6.4.2 Fake Electron Background

The other instrumental background results from multijet processes such as W+jets

in which one or more jets shower in such a way that they look electron-like. This

background is calculated by first obtaining an electron fake rate, fe, which tells how

frequently a loose EM object passes the tight electron selection, from a sample in

which real electrons are removed. Then, fe is applied to a signal sample in which

only one of the two electrons is required to be tight (a “loose-tight” sample) in order

to predict how many of these events would appear to have two tight electrons.

The electron fake rate is defined to be the fraction of loose electrons that pass the

tight selection criteria. That is,

fe =
Ntight

Nloose
.

Events in DIEM EXTRALOOSE skim, selected with the signal triggers, are used to

obtain this quantity. However, certain conditions must be applied in order to remove

electrons from real physics objects, which would bias fe. First, only events with

6ET < 10 GeV are used in order to remove W ’s from the sample. Moreover, since

two EM objects are required, events in which the invariant mass of the objects falls

between 75 GeV and 105 GeV are excluded in order to remove the Z resonance.

Moreover, an EM object is considered only if the other EM object in the event has

no track in a 0.05 × 0.05 road in η × φ . This requirement suppresses contamination

from Drell-Yan production.

Figure 6.11 shows the ηd distributions of electron candidates passing successive

identification cuts from loose to tight. These distributions show several features.

First, no evidence for North-South asymmetry is observed at any cut level. Second,

an excess of loose electrons exists in the forward regions of the CC. This feature

becomes more distinct with the track match, but is then reduced by the likelihood.
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Njets fCC
e fEC

e
0 0.0035±0.0001 0.0056±0.0002
1 0.0032±0.0001 0.0057±0.0003
2 0.0032±0.0002 0.0056±0.0004

Table 6.9: fe for different jet multiplicities.

In fact, ηd for tight electrons looks very similar to ηd for loose electrons. This is

evident from Figure 6.12 which shows the ratio of tight to loose EM objects (fe) vs

ηd. Figure 6.12 shows that fe is also independent of jet multiplicity. This claim is

reinforced by Table 6.9, in which the average fake rates in the CC and EC for different

jet multiplicities are shown. Since the fake rates are reasonably flat in ηd and in pT

(Figure 6.13), the average fake rates given in Table 6.9 are used in this analysis.

However, because the signal electrons are required to be oppositely-charged, fake

rates for requiring a certain sign can be obtained. An equal number of positively

and negatively charged objects are observed, as shown in Figure 6.14. (The deviation

from equal numbers is negligible, 0.7%.) Thus, the fake rate is halved for a loose

electron to fake a tight electron of a given sign. That is,

f+
e = f−e =

fe

2
.

Then,

fCC±
e = 0.0016 ± 0.0001 and fEC±

e = 0.0028 ± 0.0002.

To estimate the number of expected events from fake electrons, the number of

loose-tight events is obtained (Table 6.10). In these events, only one of the two EM

objects must pass tight cuts; however, the event must pass all other analysis cuts.

The number of these loose-tight events, Nlt, in each region is then multiplied by the

corresponding f±e to obtain the expected number of fakes:

Nefake = NCC
lt fCC±

e + NEC
lt fEC±

e .
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Cut CC EC
NEM > 1 10195 4727
Njets > 0 2029 771
Njets > 1 382 143
MZ 323 121
6ET 47 10
S > 0.15 36 6

Table 6.10: Numbers of events in data with one tight and one loose electron, Nlt,
passing the progression of cuts listed.

After all cuts are applied, 0.074±0.034 events are expected.

It should be mentioned that Nefake contains the QCD multijet background as

well since this background has two jets faking electrons. That is, the tight electron

in the loose-tight sample is actually a fake electron. However, this background is also

included in the fake 6ET background when it is obtained from the data. Therefore,

this contribution should be removed to avoid double-counting it. The QCD multijet

contribution can be found much like the fake electron background, but using a “loose-

loose” sample this time. Thus, the number of events passing all cuts, except that the

two EM objects need only pass loose identification cuts, is found in the CCCC, CCEC,

and ECEC regions. Then, the QCD contribution is obtained from:

NQCD = NCCCC
ll fCC

e fCC±
e + NCCEC

ll fCC
e fEC±

e + NECEC
ll fEC

e fEC±
e .

Since the numbers of loose-loose events are multiplied by fef
±
e , the QCD multijet

contribution turns out to be negligible, contributing only 0.0039±0.0003 events after

all cuts.
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Figure 6.11: Detector η distributions for electrons in all (top left), 0 jet (top right),
1 jet (bottom left), and >= 2 jet (bottom right) events.
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Figure 6.12: Electron fake rate, fe, as a function of ηdet for different jet multiplicities.

118



Figure 6.13: EM fake rate fe as a function of pT for different jet multiplicities. The
plot on the top shows CC electrons while the one on the bottom shows EC electrons.
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Figure 6.14: Electron charge for EM objects passing the track match in the sample
from which fe is derived.

6.5 Expectations and Observations

The signal and background expectations after all cuts are summarized in Table 6.11.

This table also shows that five events pass all cuts in the data. The run and event

numbers of these events are listed in Table 6.12. The kinematics of the candidates

and their event displays are presented in Appendix B.

It is also useful to compare expectations and observations at various cut levels in

order to ensure that there is agreement throughout the analysis. This comparison is

presented in Table 6.13. Note that several columns use different samples at different

cut levels in the table. In the WW/WZ column, the WW contributions in the first

two lines are obtained from the WW Monte Carlo sample while the remaining lines
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Category Yield Stat Err Sys Err

WW 0.14 0.05 +0.07
−0.06

Z → ττ 0.13 0.03 +0.03
−0.07

6ET Fakes 0.59 0.09 0.00
EM Fakes 0.07 0.03 0.00

Total Bkg 0.93 0.11 +0.08
−0.09

Expected signal 1.91 0.05 +0.25
−0.30

Selected Events 5.00 2.24 –

Table 6.11: Yield summary for tt → ee channel.

Run Number Event Number
166779 121971122
177681 13869716
178152 26229014
178177 13511001
180326 14448436

Table 6.12: Run numbers and event numbers for the ee candidate events.

are derived from the WWjj sample. Likewise in the Z → ττ column, the first two

lines are obtained from the inclusive sample while the two jet sample is used for other

lines. Finally, the contributions in the Z → ee column are derived from three different

samples. The first two lines come from Z → ee inclusive Monte Carlo, the next two

from the Zjj sample, and the last two from the fake 6ET calculation in the data.

Kinematic and topological distributions can also be compared at various cut levels

in order to check how well the Monte Carlo models the data. Since samples tend to

change at the third line, this line is the first used for such a comparison. Figures 6.15

through 6.19 show distributions of pT and η of the two leading electrons, Mee, number

of jets per event, pT and η of the two leading jets, HT , He
T , 6ET ∆φ(6ET ,leading jet),

A, and S for the third line of Table 6.13. Figures 6.20 through 6.24 show these same

distributions for the fourth line of Table 6.13, and Figures 6.25 through 6.29 show

these distributions after all cuts. Overall, the data and Monte Carlo distributions are

in very good agreement.
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Cut Data All EM fakes Z → ee,6ET fakes Z → ττ WW/WZ tt

N
pT >15
ele ≥ 2 14408 14930.13±1761.72 30.33±1.18 14839.20±1761.71 43.39+5.94

−5.98 12.63±0.90 4.58±0.53

N
pT >20
jets ≥ 1 1896 1770.13+408.01

−374.36 5.33±0.34 1749.03+408.00
−374.36 6.21+2.18

−1.43 5.09 +0.55
−0.54 4.47+0.52

−0.60

N
pT >20
jets ≥ 2 276 276.49+63.57

−60.93 1.01±0.14 269.04+63.57
−60.93 0.54+0.19

−0.12 2.61+0.48
−0.42 3.29+0.40

−0.45

MZ Cut 67 64.55−10.32
−10.66 0.86±0.12 60.04+10.31

−10.65 0.52+0.18
−0.15 0.36 +0.14

−0.17 2.77+0.34
−0.40

6ET Cut 7 3.33+0.32
−0.37 0.10±0.04 0.80±0.11 0.17+0.06

−0.09 0.19+0.10
−0.11 2.07+0.28

−0.32
S > 0.15 5 2.84+0.28

−0.33 0.07±0.03 0.59±0.09 0.13+0.04
−0.08 0.14+0.09

−0.08 1.91+0.25
−0.30

Table 6.13: Data and backgrounds at each level of selection. Errors are statistical and systematic added in quadrature.
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Figure 6.15: Leading (top) and second leading (middle) electron pT and Mee (bottom)
for background, tt, and data corresponding to line 3 of Table 6.13.
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Figure 6.16: Leading (top) and second leading (middle) electron η and 6ET (bottom)
for background, tt, and data corresponding to line 3 of Table 6.13.
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Figure 6.17: Number of jets (pT > 20 GeV) in the event (top) and leading (middle)
and second leading (bottom) jet pT for background, tt, and data corresponding to
line 3 of Table 6.13.
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Figure 6.18: Leading (top) and second leading (middle) jet η and ∆φ(6ET , leading
jet) (bottom) for background, tt, and data corresponding to line 3 of Table 6.13.
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Figure 6.19: HT (top), He
T (middle), and S (left) for background, tt, and data corre-

sponding to line 3 of Table 6.13.

127



 (GeV)TLeading Electron P
20 40 60 80 100 120 140 160 180 200 220 240

N
u

m
b

er
 o

f 
E

ve
n

ts

0

5

10

15

20

25

30

35

 (GeV)TLeading Electron P
20 40 60 80 100 120 140 160 180 200 220 240

N
u

m
b

er
 o

f 
E

ve
n

ts

0

5

10

15

20

25

30

35 tt

WW, WZ

EM Fakes

ττ→*γZ/

 ee/MET fakes→*γZ/

Data

 (GeV)T2nd Leading Electron P
20 40 60 80 100 120 140 160 180 200 220 240

N
u

m
b

er
 o

f 
E

ve
n

ts

0

10

20

30

40

50

60

 (GeV)T2nd Leading Electron P
20 40 60 80 100 120 140 160 180 200 220 240

N
u

m
b

er
 o

f 
E

ve
n

ts

0

10

20

30

40

50

60

Dielectron Mass
0 20 40 60 80 100 120 140 160 180 200

N
u

m
b

er
 o

f 
E

ve
n

ts

0

2

4

6

8

10

12

14

Dielectron Mass
0 20 40 60 80 100 120 140 160 180 200

N
u

m
b

er
 o

f 
E

ve
n

ts

0

2

4

6

8

10

12

14

Figure 6.20: Leading (top) and second leading (middle) electron pT and Mee (bottom)
for background, tt, and data corresponding to line 4 of Table 6.13.
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Figure 6.21: Leading (top) and second leading (middle) electron η and 6ET (bottom)
for background, tt, and data corresponding to line 4 of Table 6.13.
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Figure 6.22: Number of jets (pT > 20 GeV) in the event (top) and leading (middle)
and second leading (bottom) jet pT for background, tt, and data corresponding to
line 4 of Table 6.13.
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Figure 6.23: Leading (top) and second leading (middle) jet η and ∆φ(6ET , leading
jet) (bottom) for background, tt, and data corresponding to line 4 of Table 6.13.

131



 (GeV)TH
0 50 100 150 200 250 300 350 400 450 500

N
u

m
b

er
 o

f 
E

ve
n

ts

0

10

20

30

40

50

 (GeV)TH
0 50 100 150 200 250 300 350 400 450 500

N
u

m
b

er
 o

f 
E

ve
n

ts

0

10

20

30

40

50

  (GeV)e
TH

0 50 100 150 200 250 300 350 400 450 500

N
u

m
b

er
 o

f 
E

ve
n

ts

0

5

10

15

20

25

30

  (GeV)e
TH

0 50 100 150 200 250 300 350 400 450 500

N
u

m
b

er
 o

f 
E

ve
n

ts

0

5

10

15

20

25

30

Sphericity
0 0.2 0.4 0.6 0.8 1

N
u

m
b

er
 o

f 
E

ve
n

ts

0

5

10

15

20

25

Sphericity
0 0.2 0.4 0.6 0.8 1

N
u

m
b

er
 o

f 
E

ve
n

ts

0

5

10

15

20

25

Figure 6.24: HT (top), He
T (middle), and S (left) for background, tt, and data corre-

sponding to line 4 of Table 6.13.
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Figure 6.25: Leading (top) and second leading (middle) electron pT and Mee (bottom)
for background, tt, and data after all cuts.
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Figure 6.26: Leading (top) and second leading (middle) electron η and 6ET (bottom)
for background, tt, and data after all cuts.
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Figure 6.27: Number of jets (pT > 20 GeV) in the event (top) and leading (middle)
and second leading (bottom) jet pT for background, tt, and data after all cuts.
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Figure 6.28: Leading (top) and second leading (middle) jet η and ∆φ(6ET , leading
jet) (bottom) for background, tt, and data after all cuts.
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Figure 6.29: HT (top), He
T (middle), and S (left) for background, tt, and data after

all cuts.
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6.6 Systematic Uncertainties

For the purpose of combining the results from the dielectron analysis with the results

from the other dilepton analyses (µµ and eµ) [55], the uncertainties must be broken

down into “uncorrelated systematics,” and correlated systematic uncertainties. The

uncorrelated systematic uncertainties are simply the uncorrelated statistical errors

depending on the sample sizes used in each channel. The correlated systematic un-

certainties arise from systematic effects like sample or cut dependencies, which affect

multiple channels. The list of uncertainties with a brief description of how they are

obtained follows:

• Uncertainty due to the Electron Reconstruction and Identification

Efficiency Measurement: As discussed in Section 5.1, the scale factor for

electron reconstruction and medium identification is plotted against the distance

between the electron and nearest jet, and the systematic uncertainty is defined

to be the RMS of the scatter of the scale factors. The uncertainties for CC and

EC are determined separately.

• Uncertainty due to the Electron Tracking and Likelihood Efficiency

Measurement: As discussed in Section 5.1, this uncertainty for CC electrons

is taken to be the larger RMS of the scatter of scale factors in the plots of

scale factor versus η and φ. In the EC, the η distribution of scale factors is

convoluted with the η spectrum of electrons in tt Monte Carlo. The systematic

uncertainty is taken to be the convolution of statistical errors from the scale

factor measurement and the tt sample.

• Uncertainty due to the Trigger Efficiency Measurement: In Section 4.1.2,

it is shown that electron trigger efficiencies vs pT are obtained from the Z sam-

ple. Since this sample has limited statistics, the statistical errors on the fit to
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the turn-on curves are varied by ±1σ to obtain the systematics for L1 and L3

separately.

• Uncertainty due to the Jet Energy Scale: The uncertainty on the prese-

lection efficiency associated with the jet energy scale is derived by varying the

JES by ±1σ where

σ =
√

σ2
stat,data + σ2

stat,MC + σ2
syst,data + σ2

syst,MC .

• Uncertainty due to the Jet Energy Resolution: The uncertainty of the

jet energy resolution is accounted for in the JES uncertainty for data; however,

this resolution has a component which is not accounted for by the JES in the

Monte Carlo. Therefore, this uncertainty is obtained separately by varying the

parameters of the jet energy smearing by the size of the errors on the smearing.

• Uncertainty due to the Jet Reconstruction and Jet Identification Ef-

ficiency Measurement: The ±1σ error bands in Figure 5.10 are obtained

from the statistical errors associated with the efficiency measurements using

the γ+jet sample. The systematic errors are obtained by running the analysis

with the scale factor varied by ±1σ.

• Uncertainty due to Theoretical Cross Sections: For the WW background

Monte Carlo, the leading order WW production cross section differs by 35%

from the theoretical NLO production cross section. A theoretical prediction for

the NLO cross section does not exist for the WW + 2jet process; therefore, the

leading order cross section obtained from the generator is scaled up by 35%,

and a 35% error is applied to the cross section.

• Uncertainty due to Top Mass: There is an uncertainty due to the effect of

top mass on selection efficiency, as shown in Figure 6.30. Instead of assigning
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Figure 6.30: tt selection efficiency as a function of mass.

an error, however, a comment on how the cross section varies with top mass is

provided with the results.

• Uncertainty due to Luminosity: A very conservative error of 6.5% is applied

to the luminosity measurement, as discussed in [69].

Table 6.14 gives a summary of the systematic uncertainties for the tt, WW , and

Z → ττ processes.

6.7 Cross Section

In general, the cross section can be written:

σ =
Nobs − Nbkg

LεsigBR
, (6.4)

where Nobs is the number of events observed, N bkg is the expected number of back-

ground events, L is the integrated luminosity, εsig is the signal efficiency, and BR is

the branching ratio to the channel being studied. In practice, however, the cross sec-

tion is obtained by maximizing the product of likelihoods for each individual channel
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Systematic Source Signal Backgrounds
tt WW Z → ττ

EM Reconstruction,ID ±6.5 ±7.1 ±7.8
EM Tracking and Likelihood ±4.7 ±5.0 ±5.3
L1 EM Trigger ±1.1 ±1.2 +1.3 − 1.5
L3 EM Trigger ±0.9 ±1.1 ±4.0
JES +6.2 − 6.4 +28.6 − 11.4 +17.6 − 32.4
Jet ID +1.5 − 8.7 −12.7 +24.2 − 6.2
Jet Resolution +2.1 −16.7 −32.4
Theoretical cross section – ±35 –
Uncorrelated ±2.8 ±11.8

Table 6.14: Summary of the relative systematic uncertainties for signal and back-
ground in % .

Channel Nobs Nbkg L (pb−1) εsig BR

ee 5 0.93±0.14 243.00 0.071+0.009
−0.011 0.01584

eµ 8 0.91+0.21
−0.18 228.29 0.102±0.012 0.03155

µµ 0 1.37+0.39
−0.53 224.33 0.063±0.011 0.01571

Table 6.15: Summary of cross section inputs for the ee and eµ channels. Errors
on Nbkg and εsig are total errors with systematic and statistical errors added in
quadrature.

[70]. For channel i, the likelihood is defined as the Poisson probability that Ñ signal

plus background events:

Ñi = σLiε
sig
i BRi + N

bkg
i (6.5)

is compatible with Nobs
i :

L(σ, {Li, ε
sig
i , BRi, N

bkg
i , Nobs

i }i=ee,eµ) =
∏

i=ee,eµ

Ñ
Nobs

i
i

Nobs
i !

eÑi. (6.6)

Table 6.15 summarizes the cross section inputs for the ee as well as the eµ and µµ

[55] channels.

The systematic uncertainty on the cross section measurement is obtained by vary-

ing the backgrounds and the efficiencies within their errors taking into account the
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correlations between different backgrounds and between different channels as dis-

cussed in [70].

The tt cross section at
√

s = 1.96 TeV in the dielectron channel is

σtt = 14.9+9.4
−7.0 (stat) +2.5

−1.8 (syst) ± 1.0 (lumi) pb.

The likelihood obtained as a function of tt cross section for the ee channel is shown

in Figure 6.31. The statistical error is the change in cross section required to increase

− ln(Q) by 0.5, where Q is the value of the likelihood [54].

The cross section measured in the eµ channel [55] is

σtt = 9.7+4.3
−3.4 (stat) +1.2

−1.3 (syst) ± 0.6 (lumi) pb,

and the combined cross section for all three channels is

σtt = 8.6+3.2
−2.7 (stat) ± 1.1 (syst) ± 0.6 (lumi) pb.

The likelihood obtained as a function of tt cross section for the combined cross section

is shown in Figure 6.31.

This cross section measurement is based on an assumed top mass of 175 GeV.

Instead of folding the uncertainty due to top mass into the systematics errors, the

dependence of εsig on top mass is used to derive a slope for the tt cross section vs mt.

In the region 160 < mt < 190 GeV, the measured cross section decreases by 0.08 pb

per GeV increase in mt.
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Figure 6.31: Likelihood as a function of tt production cross section. The central value
and the statistical errors are shown. The dielectron cross section is shown on the top
and the combined on the bottom [55].
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Chapter 7

Mass Analysis

The cross section analysis gives a set of five tt candidate events in the dielectron

channel. A top mass can now be measured using the kinematic information from

these events. The procedure followed for the mass analysis is based on the neutrino-

weighting method [71] [72] developed in Run I.

In the dilepton channels, extracting the top mass in the tt system is not as straight-

forward as it is in the lepton+jets channels because there are two neutrinos instead

of only one. The two neutrinos are observed only as missing energy in the transverse

plane with no information about the individual neutrinos themselves. Moreover, all

information about their momenta in the z direction is lost. However, to make a mea-

surement of the top mass, the four-vectors of the two neutrinos, the two electrons,

and the two jets are needed. Since the masses of the final state particles are known,

18 independent quantities are required for the mass measurement.

The three-momenta of the jets and electrons as well as the x and y components of

the 6ET , a total of 14 independent quantities, are measured in the detector. There are

also 3 kinematic constraints that can be applied. The first two constraints are that

the invariant mass of each electron-neutrino pair is the W mass. The other constraint

is mt = mt. These constraints bring the total up to 17 independent quantities, still

leaving an underconstrained problem.
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To solve this problem, an additional constraint is needed. One constraint that

may be imposed is an assumed top quark mass. Not all top quark masses will be

compatible with the observed final state; however, events are typically soluble for

more than one top quark mass. Thus, for each event, a weight function, a measure

of the probability density for a tt event to decay with the observed kinematics as

a function of top mass, is derived. These weight functions are compared to weight

functions obtained from Monte Carlo simulations of tt events for different top masses,

using a maximum likelihood fit to extract the best top mass value.

7.1 Neutrino-Weighting Method

In an ideal situation, the probability density for a tt pair to decay to the observed

final state for any assumed value of the top mass could be calculated analytically.

Such a probability density can be written

P({o}|mt) ∝
∫

f(x)f(x)|M|2p({o}|{v})δ4d18{v}dxdx, (7.1)

where {o} is the set of the 14 measured quantities, {v} is the set of the 18 parameters

defining the final state of the tt system, and p({o}|{v}) is the probability density

to observe {o} given {v}. M is the matrix element for the process qq, gg → tt +

X → e+νebe
−νeb + X, depending on the PDFs, f(x) and f(x), for the proton and

antiproton partons, respectively. Finally, the four-dimensional delta function imposes

the mass constraints:

δ4 = δ(me+ν − MW )δ(me−ν − MW )δ(me+νb − mt)δ(m
e−νb − mt), (7.2)

neglecting the finite widths of the W boson and top quark.

This multidimensional integral, however, can only be evaluated numerically. In
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addition, higher order effects like initial and final state gluon radiation complicate

matters even more when trying to compute the exact probability density. Instead,

a simpler weighting scheme, which is sensitive to the top mass, is used in order to

make the computation possible with the available computing resources in a reasonable

amount of time. As mentioned earlier, the method employed here is the neutrino-

weighting method.

Given the observed values for the electrons and the b quarks and the two con-

straints,

MW = (Ee + Eν)2 − (~pe + ~pν)2

mt = (Ee + Eν + Eb)
2 − (~pe + ~pν + ~pb)

2,
(7.3)

the underconstrained problem now needs two more constraints in order to be solved.

One constraint, as mentioned before, comes from assuming a top mass. The other

comes from assuming an η for the neutrino in question since the width of the (Gaus-

sian) neutrino η distribution is slightly dependent on top mass. Neutrino η distri-

butions for several top masses are shown in Figure 7.1, and the distribution of the

width vs top mass is shown in Figure 7.2. This dependence can be parameterized by

a quadratic fit:

σνη(mt) = 1.48 − 4.62 × 10−3mt + 1.04 × 10−5m2
t . (7.4)

Assuming an η for each neutrino, the x and y components of the neutrino momenta,

p
ν,ν
x and p

ν,ν
y , can be calculated from Equation 7.3 for a given mt. For each top

decay, this calculation yields zero or two solutions, meaning that there are zero, two,

or four solutions per tt system. For each solution, a weight, based on the agreement

between the observed components of the 6ET and the computed neutrino momentum

146



components, is calculated such that the ith solution has a weight:

wν
i (mt) = exp







−(6Ex − pν
x − pν

x)2

2σ2
6Ex





× exp







−(6Ey − pν
y − pν

y)2

2σ2
6Ey





 , (7.5)

where σ 6Ex
and σ 6Ey

, the 6Ex and 6Ey resolutions calculated from Z +2 jet events, are:

σ 6Ex
= 6.85 + 0.035 ∗

∑

ETunclus
(7.6)

and

σ 6Ey
= 7.43 + 0.021 ∗

∑

ETunclus
. (7.7)

Figure 7.1: Neutrino η distributions for mt = 120 (top left), 160 (top right), 180
(bottom left), and 230 (bottom right) GeV.

For each value of mt considered, the weighting program steps through the neutrino

and anti-neutrino η distributions, approximated by Gaussians with widths, σνη(mt),
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Figure 7.2: Neutrino η widths vs. mt.

in equal steps of area under the curve. This ensures that η values near η = 0 are

sampled preferentially. Then, to obtain the weight for all possible solutions and all

neutrino combinations for a given mt, the weights are simply added:

wν(mt) =
∑

ην

∑

ην

∑

i

wν
i (mt). (7.8)

7.1.1 Jet Combinatorics

One issue that is currently neglected is jet combinatorics. In an ideal situation, a tt

event in the dilepton channel would contain only the two jets from the b quarks in the

final state. In this case, there are only two ways to pair the jets with the electrons.

The weighting tool loops over both of these, assigning an equal weight to each pairing

since b and b are indistinguishable.
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b1 b2 ISR
j1 j2 j3
j1 j3 j2
j2 j3 j1

j1 + j3 j2
j1 + j2 j3
j2 + j3 j1

Table 7.1: Possible combinations of three observed jets as b jets or ISR.

Gluon radiation, however, complicates the reconstruction. This effect can come

into play in two different ways. The first is initial state radiation (ISR), in which

a gluon is radiated before the tt pair is produced and has nothing to do with the

final state decay products. It is just an extra jet in the event. The other possibility

is that the b jet radiates a gluon. In this case, the extra jet carries some fraction

of the b quark’s momentum, and the jet should be recombined with the b quark for

the purpose of reconstructing the event. In the Run I analysis, three jet events were

considered with a weighting scheme based on the event kinematics. That is, the six

combinations listed in Table 7.1 were considered [71].

It was discovered, however, that this exercise gave very little improvement while

requiring considerably more CPU time [73]. Therefore, during the development and

testing stages of the neutrino weighting tools for Run II, only the two highest-pT jets

are considered. Gluon radiation is a higher order effect on the table for future study.

7.2 Monte Carlo Tests

Before being run on the data, the weighting method must be tested on Monte Carlo to

determine the sensitivity of the event weights to top quark mass and other parameters.
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Figure 7.3: Weight distributions for four mt = 175 GeV parton-level top mass events.

7.2.1 Parton Tests

Parton-level tests are conducted using the momenta of the partons generated by the

Monte Carlo simulation before the events are run through the detector simulation.

Hence, detector resolution effects are not present. However, in order to use events

whose kinematics are similar to those which enter the data analysis, the parton tests

are run using only events which pass the selection criteria defined in the cross section

analysis.

The weight distributions that are produced by the weighting tool are examined,

both on an event-by-event level and as a sum of all of the event weight distributions

for a given top mass. Figure 7.3 exhibits several weight distributions for individual

events with mt = 175 GeV. These distributions show that, while some events have a

very narrow range of mt which give solutions, many events are solvable over a wide

range of mt. Also, some events have two peaks, indicating that reasonable solutions
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exist for either pairing of the jets and the electrons. When all of the individual

event weights are summed, however, the total weight distribution tends to be sharply

peaked within about one GeV of the input mass. Figure 7.4 shows total event weight

curves for three values of mt, and Figure 7.5 plots the peak mass given by the weight

distribution for all Monte Carlo mass points. In general, these weight distributions

are asymmetric with the high-mass tail extending much farther than the low mass

tail.

7.2.2 RECO-level Tests

Tests similar to the ones run using the parton-level information are also run using

the RECO-level information since the final comparison with the data is at RECO-

level. At RECO level, the individual weight distributions vary widely, just like the

individual weight distributions at parton level. The total weight distributions have

a similar shape with the sharp rise and long tail; however, they tend to be wider by

about 4-5 GeV as exemplified by Figure 7.6.
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Figure 7.4: Total weight distributions for mt = 150 GeV (left), 175 GeV (middle),
and 200 GeV (right) at parton-level.
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Figure 7.5: Weight distribution peak mass vs. input mt.
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Figure 7.6: Total weight distributions for mt = 150 GeV (left), 175 GeV (middle),
and 200 GeV (right) at parton-level.
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7.3 Mass Fitting

7.3.1 Procedure

To extract a mass for the top quark, the weight functions from Monte Carlo tt sam-

ples generated at 19 different values of the top mass are compared with the weight

functions for the data. A maximum likelihood fit is used to determine at what top

mass value the data agree best with the Monte Carlo predictions.

For each event, a weight, W (mt), is obtained for 125 different top masses between

80 and 330 GeV. However, storing 125 values for each event and then calculating

a probability density as a function of 125 arguments is impractical. Instead, the

contents of the weight distributions are stored in 25 GeV wide bins, requiring only

ten bins instead of 125. Ten bins are chosen since the background statistics are too

low to use finer binning while five 50 GeV bins prove to be too wide as discussed

in Section 7.3.4. The distributions are also normalized to one, leaving only nine

bins with independent information. For each event, the weight function can then be

written as a nine-dimensional vector:

W = (W1, W2, . . . , W9), (7.9)

where

Wi =
∫ 25i+105 GeV

25i+80 GeV
W (m) dm (7.10)

for i = 1, . . . , 9. Next, each bin is averaged over the total number of data events, N,

in order to obtain an average event weight vector:

Wav = (W av
1 , W av

2 , . . . , W av
9 ), (7.11)
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where

W av
i =

∑N
j=1 W

j
i

N
. (7.12)

In the Run I analysis, the maximum likelihood contained a Gaussian component,

a Poisson component, and a probability density estimation (PDE) classifier [74]. A

simplified form of the joint likelihood used in Run I is employed in this analysis:

L =
1√

2πσb
exp

(

−(nb − nb)
2

2σ2
b

)

(ns + nb)
Ne−(ns+nb)

N !

nsfs(W
av|mt) + nbfb(W

av)

ns + nb
.

(7.13)

At a given mass point, mt, − ln L is minimized with respect to the parameters ns

and nb, given the number of events in the data sample, N , the probability density

functions for signal and background, fs and fb, respectively, the expected number

of background events, nb, and the error on the background expectation, σb. This

minimization is done numerically using a ROOT implementation of the minimization

package MINUIT [75]. The minimum value of − ln L is plotted against mt. These

points are fit with a quadratic around the minimum such that the fit minimum gives

the measured value of the top mass. The fitting tool can also do a cubic fit to the

minimum, but using a cubic fit does not affect the output mass significantly.

The details of this mass fitting are described in more detail in the following sec-

tions.

7.3.2 Maximum Likelihood Function

In equation 7.13, the first term,

g(nb, nb, σb) =
1√

2πσb
exp

(

−(nb − nb)
2

2σ2
b

)

, (7.14)

is the Gaussian term. It is included as a constraint on nb in the minimization. That

is, nb should reflect the expected number of background events predicted by the cross
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section analysis.

The second term,

P (nb, ns, N) =
(ns + nb)

Ne−(ns+nb)

N !
, (7.15)

is the Poisson term. This constraint requires ns + nb to be consistent with the size

of the data sample, N .

The final part,

L′(ns, nb,W
av) =

nsfs(W
av|mt) + nbfb(W

av)

ns + nb
, (7.16)

is the probability density for Wav to agree with ns signal events and nb background

events as described by the Monte Carlo. The probability density functions, fs and

fb, are simplified forms of the PDEs used in Run I. For this analysis, fs and fb are

defined

fs(W
av|mt) =

1

(
√

2πh)d

d
∏

j=1

exp





−
(W av

j − W
sig
j (mt))

2

2h2





 (7.17)

and

fb(W
av) =

1

(
√

2πh)d

d
∏

j=1

exp





−
(W av

j − W
bg
j )2

2h2





 , (7.18)

where d is the dimension of Wav (d = 9), W
sig
j (mt) is the signal template value

in the jth bin for a given mass point, W
bg
j is the background template value in the

jth bin, and h is a parameter which approximates the error on W av
i . The value for

h is set to 0.05, as discussed below. The signal template is found just like Wav

for the data. That is, the event weights of the Monte Carlo tt events are binned in

ten bins, normalized, and averaged in each bin. The background template has one

added complication since there are multiple backgrounds. In this case, an average

template is found for each background. Then, these individual background templates

are weighted by their contributions to the estimated background, as determined in
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the cross section analysis, to obtain the final background template, Wbg. The back-

ground samples employed are the WWjj, Zjj → ττjj, and Zjj (in all three mass

bins) Monte Carlo samples as well as the “loose-tight” events from data to account

for the EM fake background. The relative background contributions are listed in

Table 7.2. The background template is shown in Figure 7.7.
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Figure 7.7: Ten-bin average background template showing the relative background
contributions.

7.3.3 Determination of h

The free parameter h is used as the width in the probability density functions. It

is called the smoothing parameter which, when using the average ensemble method,

can be approximated by

h =
(

4

d + 2

)1/(d+4)
, (7.19)
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Background Source Fractional Contribution
Zjj (mass 1) 0.12
Zjj (mass 2) 0.45
Zjj (mass 3) 0.06

WWjj 0.15
Zjj → ττjj 0.14
EM fakes 0.08

Table 7.2: Relative background contributions to the average background template.

where d is the dimension of Wav [74]. Tests run using h values of 0.05 and 0.1 show

similar performance.

To check that such a value reflects the widths of the average values of the ensemble

weight distribution in each bin, tests are run with ensembles of five events since this is

the number of candidate events. For each bin, the average ensemble weight is found,

and the average bin values for each of the 500 ensembles are plotted. It turns out that

the scatter around the mean of the bin values is dependent on the mean of the bin

values. The scatter is not dependent, however, on the mass point used. Figure 7.8

shows the RMS of the scatter around the mean bin values vs the mean bin values of

500 ensembles. From this plot, h can be parameterized as:

h = 0.0012 + 0.1847
√

bav (7.20)

where bav is the content of the event weight bin. Preliminary tests have also been

run with a varying h parameter, and the performance is comparable to the tests run

with a constant h value. Future analyses could implement a bin-dependent h with

further testing. However, higher background statistics are necessary to ensure that

the background samples exhibit the same h dependence.

For this analysis, h = 0.05 is chosen.
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Figure 7.8: RMS vs mean bin value of 500 five event ensembles.

7.3.4 Ensemble Testing

Ensemble tests are experiments in which mock data sets are created using Monte

Carlo tt events of a given top mass. Each ensemble is run through the maximum

likelihood fitter where it is compared with the templates at each mass point. Ideally,

the result of the likelihood fit should return the known top mass for the ensemble

being tested. Since enough Monte Carlo has not been generated to have a dedicated

set for creating ensembles and another for generating the templates, the ensembles

are created by randomly selecting the number of events desired in the ensemble,

Nens, from the template sample. To avoid biasing the result, however, these events

are removed from the template, and the average template is recalculated. When

backgrounds are included, a random number is selected between 0 and 1 for each

ensemble event. If the random number is greater than nb/Nens, then an event is taken

from the signal template. Otherwise, it is selected from the background template.
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If multiple backgrounds are included, then a random number generator is used to

determine from which sample the event is taken based on the relative background

contributions. Any samples from which events are selected for the ensemble have

their average templates recalculated excluding the ensemble events.

Ensemble testing is done in several stages. The first testing stage does not even use

the signal Monte Carlo. Instead, in order to ensure that the code is working properly,

a toy Monte Carlo is used. This toy Monte Carlo is generated with a random Gaussian

number generator. The bulk of the studies use “events” which are composed of 500

entries from the random number generator. With so many contributions to each

event, the events all look very Gaussian. At each mass point, mt, 1000 toy events

with a mean of mt and width, σ, are generated. Separate samples are generated for

σ = 15, 20, 30, 40, and 50 GeV. Separate samples are also generated with different

average event weight binning. Samples with 5, 10, 15, and 20 bins are tested. These

samples are then used exactly as described above for the signal-only ensemble tests.

Several conclusions can be drawn from these tests. First, by cross-checking cal-

culations by hand, it can be confirmed that the the code is calculating the likelihood

correctly. Second, bin size has an effect on the output mass. That is, if the σ of the

Gaussian is considerably less than the bin width, oscillations about a line with a slope

of one appear with masses at the lower side of the bin fluctuating high and masses

on the higher side of the bin fluctuating low. Figure 7.9 shows this effect in the five

bin sample in which the bins are 50 GeV wide. Figure 7.10 shows that this effect

disappears when ten 25 GeV bins are used. This effect is not observed in any samples

using more than ten bins either. Once the binning is set such that the oscillations are

removed, the output masses agree very well with the input masses as Figure 7.10 also

depicts. For each of these plots, 100 events are used to construct the ensemble, and

50 tests are conducted at each mass point. Examples of the minimized − ln L plotted

against mt for 10 bin Gaussians with σ = 20 GeV are displayed in Figure 7.11. The
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Figure 7.9: Output mt vs input mt for ensemble tests using Gaussians of width 15
(top left), 20 (top right), 30 (bottom left) and 40 (bottom right) GeV. The average
weight distributions are binned into five 50 GeV bins. Bin boundaries occur at 130,
180, and 230 GeV (-45, 5, and 55 GeV on the graph).

minima of these distributions are fit with quadratic functions in order to obtain the

most likely value for mt. The fit range is ±20 GeV around the minimum mass point.

Once confident that the toy Monte Carlo performs as expected, signal-only ensem-

ble tests are conducted using templates and ensembles created from the parton-level

Monte Carlo information. As shown in Section 7.2.1, the peaks of the event weight

distributions for the actual Monte Carlo samples do track with the input masses;

however, these distributions are asymmetric, not Gaussian. Hence, the Gaussian

tests are useful for testing the code, but further tests must be run with event weight

distributions that look more like the final RECO-level templates. Parton-level tests

are conducted first since higher order effects do not affect the mass reconstruction at

this level. Thus, the maximum likelihood fit should return the input mass.
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Figure 7.10: Output mt vs input mt for ensemble tests using Gaussians of width 15
(left) and 20 (right). The average weight distributions are binned into ten 25 GeV
bins.

The parton-level tests and all further tests are conducted using the ten-bin tem-

plates and ensembles. When five-bin templates and ensembles are used, the same

oscillatory behavior seen in the Gaussian tests is also observed in the Monte Carlo

tests. Ideally, 15 or 20 bins would be employed; however, background samples with

low statistics require coarser binning to be used at this time. When the parton-level

tests are run, − ln L vs mt is smooth around the minimum but has a slightly differ-

ent shape than the corresponding plots for the Gaussians, as shown in Figure 7.12.

Nevertheless, a plot of output mass vs input mass still exhibits a slope of one (Fig-

ure 7.13). Two sets of parton level tests are conducted. First, a test is run with a

high statistics ensemble of 100 events. Such an ensemble looks very much like the

template for the corresponding mass. This test allows the fitter to run over ensembles

with small statistical fluctuations. In reality, however, there are only five events in

the data. Therefore, 100 tests are also conducted at each mass point using ensem-

bles with five events in order to determine the average behavior of the low statistics

ensembles. Both of these cases are shown in Figure 7.13.
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Figure 7.11: Plots of − ln L values vs mt where the mass is obtained using a quadratic
fit around the minimum. The ensembles are generated using Gaussians with means
of 150 (top), 175 (middle), and 200 (bottom) GeV.
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Figure 7.12: Plots of − ln L values vs mt where the mass is obtained using a quadratic
fit around the minimum for ensembles generated with the mt = 150 (top), 175 (mid-
dle), and 200 (bottom) GeV parton-level signal samples.
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Figure 7.13: Output mt vs input mt for ensemble tests using Monte Carlo parton-
level information. The average weight distributions are binned into ten 25 GeV bins.
The plot on the top shows the average output masses from five ensemble tests at each
mass point using 100 events per ensemble. The one on the bottom uses five events
per ensemble and 100 tests per mass point.
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The next step is to test the likelihood fitter with RECO-level events. This adds

higher order effects into the signal sample without adding backgrounds yet. These

tests are conducted in exactly the same way as the parton-level tests, only using the

RECO-level information. Here, the plots of − ln L vs mt look very similar to those

produced by the parton-level tests (Figure 7.14), and, again, the output masses agree

with the input masses as shown in Figure 7.15.

Finally, the background can be added as described above. Ensemble tests are

run using four signal events and one background event since only one background

event is predicted by the analysis. When background is added, the shape of − ln L

vs mt changes drastically (Figure 7.16). Away from the minimum, − ln L takes on a

constant value. This effect is due to the size of fs compared to the size of fb. That

is, fb is not dependent on the mass point and is a constant value everywhere. fs,

on the other hand, is very dependent on the mass point. When the ensemble with

mt = 175 GeV is tested against mass templates around 175 GeV, fs is greater than

fb, indicating the ensemble is most likely to be signal. When this ensemble is tested

against mass points a few tens of GeV away, fb can be orders of magnitude larger

than fs. When fs becomes much smaller than fb, the likelihood essentially goes to:

L =
1√

2πσb
exp

(

−(nb − nb)
2

2σ2
b

)

(ns + nb)
Ne−(ns+nb)

N !

nbfb(W
av)

ns + nb
, (7.21)

removing the mt dependence from the picture entirely. This results in a constant

− ln L value. Moreover, in general, the low input masses tend to be pulled high while

the high input masses tend to be pulled low, as shown in Figure 7.17.

While this deviation from a slope of one seems worrisome at first, two further

tests show that this result is expected when an average ensemble is compared to

the average signal and background templates instead of individual ensemble events.

First, when the average background template is compared to the signal templates,

the background has a mass of 178.4 GeV, as shown in Figure 7.18. From this, one can
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infer that mixing background with low mt signal in the ensembles makes the average

ensemble look like a higher mt ensemble; whereas, mixing background with high mt

signal pulls the average ensemble low.

Ideally, the background statistics would be comparable to the signal statistics

so that high statistics ensembles could be used just as in the signal-only tests, in

which tests with 100 event ensembles are conducted in order to reduce statistical

fluctuations in the ensembles. However, the current background statistics do not allow

this. Instead, another test can be run in which every background event is defined to

be the average background template. Such a background event is called an average

background event. Then, since one background event is expected and five events are

observed, average ensembles containing 100 events can be constructed with 80 signal

events and 20 average background events. Using the average background events

reduces the statistical fluctuations involved in randomly selecting a few individual

background events from a low statistics sample. As expected, this test demonstrates

that a slope that deviates from unity results from mixing background into the samples.

Figure 7.19 depicts this result for two cases – the 100 event ensembles just discussed

and five event ensembles with four signal events and one average background event.

Because the slope of the output vs input mt line is not unity, the output mass

must be corrected in order to obtain the input mass. A correction can be derived

from either the fit obtained from running tests with five event ensembles with one

randomly selected background event or the fit obtained from running tests with five

event ensembles with one average background event. Since a background event in the

data is a single event from a single source, not the average of all backgrounds, the fit

using ensembles with a randomly selected background event is chosen. In this case,

the corrected top mass is

mt =
mout

t − 29.23

0.84
, (7.22)

where mout
t is the mass obtained from the fitter and mt is the corrected top mass.
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Figure 7.14: Plots of − ln L values vs mt where the mass is obtained using a quadratic
fit around the minimum for ensembles generated with the mt = 150 (top), 175 (mid-
dle), and 200 (bottom) GeV RECO-level signal samples.
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Figure 7.15: Output mt vs input mt for ensemble tests using Monte Carlo RECO-
level information. The average weight distributions are binned into ten 25 GeV bins.
The plot on the top shows the average output masses from 100 ensemble tests at each
mass point using five events per ensemble. The one on the bottom uses 100 events
per ensemble and five tests per mass point.
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Figure 7.16: Plots of − ln L values vs mt where the mass is obtained using a quadratic
fit around the minimum for ensembles generated with one background and four mt =
150 (top), 175 (middle), and 200 (bottom) GeV signal events.
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Figure 7.17: Output mt vs input mt for ensemble tests using signal and background.
At each mass point, 500 ensemble tests are run using ensembles with four signal events
and one background event.
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Figure 7.18: − ln L values vs mt where the mass is obtained using a quadratic fit
around the minimum for an “ensemble” consisting of the average background tem-
plate.
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Figure 7.19: Output mt vs input mt for ensemble tests using signal and background.
In the plot on the top, at each mass point, five ensemble tests are run using ensembles
with 80 signal events and 20 average background events. In the plot on the bottom,
at each mass point, 100 ensemble tests are run using ensembles with four signal events
and one average background event.
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7.4 Mass Measurement of the Candidate Events

Having completed the ensemble testing, it is time to run over the candidate events

in the data. First, the candidate events must be run through the weighter. The

event weights for each event are shown in Figure 7.20. From these event weights, an

average data ensemble is constructed (Figure 7.21). This average data ensemble is

then compared to the signal (at each mass point) and background templates via the

maximum likelihood. The plot of − ln L vs mt for the data is shown in Figure 7.22.

A quadratic fit around the minimum gives a measured top mass of 169.7± 19.7 GeV.

The statistical error is found from the 500 Monte Carlo ensemble tests at each mass

point. The number of events with an output mass between 165 and 170 GeV for

each input mass point is found, and the RMS of this distribution is taken to be the

statistical error. The error found using the Monte Carlo is in good agreement with

the standard method for finding a likelihood error: − ln L + 1/2 yields a statistical

error of ±17.7 GeV.

Since background is expected in the candidate sample, the correction given by

Equation 7.22 must be applied to extract the top mass. Taking into account the

errors on the fit parameters, this correction yields

mt = 167.3 ± 23.5 GeV.

7.5 Prospects for the Future

This first pass at a mass measurement shows that the tools needed for the measure-

ment are in place. However, to make a measurement that improves upon the Run I

mass measurement, a considerable amount of fine-tuning still needs to be done. Such

refinements include finding the optimal value for h or going to a variable h value

and finding the optimal binning for the event weights. Other methods of fitting the
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minimum of the − ln L vs mt distributions should also be examined.

A critical need for an improved mass analysis is higher background statistics. Sta-

tistical fluctuations in the current low statistics samples could lead to the background

event weight distributions not being modeled correctly. Ideally, the background sam-

ples would have similar statistics to the signal samples after all cuts. To achieve

this, the sample sizes would have to be increased by a factor of 15 (WWjj) to 100

(Zjj mass 1). Since this is unreasonable to do using full detector simulation and

reconstruction, fast Monte Carlo like PMCS is needed [76].

As a further refinement, higher order effects such as ISR and FSR should also be

explored. To study the effect of extra jets in the event, ISR-only and FSR-only Monte

Carlo samples must be generated, as well as samples with both ISR and FSR turned

off.

Finally, systematic effects need to be examined. Studies that need to be conducted

include determining the dependence of the top mass on the jet energy scale, EM energy

scale, and detector resolutions. The effect of using different fitting methods also needs

to be explored.

In addition, another version of the likelihood is under study. This likelihood

compares the data and template events event-by-event in order to obtain maximal

use of the information. This approach is much closer to what was done in Run I. For

this method, fs and fb change. These become:

fs(W
k|mt) =

1

NMC(mt)

NMC(mt)
∑

i=1

1

(
√

2πh)d

d
∏

j=1

exp



−
(W k

j − W i
j (mt))

2

2h2



 , (7.23)

where NMC(mt) is the number of tt Monte Carlo events with mass mt, W k
j is the

event weight of kth ensemble event in the jth bin, and W i
j (mt) is the event weight of
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ith signal template event in the jth bin, and

fb(W
k) =

1
∑Nsource

n=1 bnNn

Nsource
∑

n=1

bn

Nn
∑

i=1

1

(
√

2πh)d

d
∏

j=1

exp



−
(W k

j − W in
j )2

2h2



 ,

(7.24)

where Nn is the number of events in the nth background source, bj is the fractional

contribution of the nth background source, and W in
j is the event weight of ith back-

ground template event in the jth bin from the nth background source. This gives a

likelihood for the kth ensemble event. The total likelihood is then:

L =
Nevts
∏

k=1

Lk, (7.25)

where Nevts is the total number of events in the ensemble.

This method currently gives a slope of unity for parton-level, signal-only tests.

However, a non-unitary slope is observed for RECO-level signal-only tests. This

effect is under study. The hope is that these methods can be used to cross-check the

mass measurement. The same event weight information is given to both likelihood

fitters, but they find the best value for the top mass using that information in different

ways.
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Figure 7.20: Event weights for the five candidate events.
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Figure 7.21: Average ensemble of candidate events.
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Figure 7.22: − ln L vs mt for the candidate events. A quadratic fit around the
minimum gives a measured top mass of 169.7 GeV.
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Chapter 8

Conclusions

The first measurement of the tt production cross section at
√

s = 1.96 TeV in the

dielectron decay channel was performed using 243 pb−1 of DØ Run II data. The

cross section was found to be

σtt = 14.9+9.4
−7.0 (stat) +2.5

−1.8 (syst) ± 1.0 (lumi) pb.

This is in agreement with the predicted cross section calculated at NNLO+NNLL,

which is σtt = 8.0 ± 0.6 ± 0.1 pb for a top quark with mt = 175 GeV. The combined

dilepton cross section is in very good agreement with the theory. Hence, these results

show no discernible deviation from the Standard Model.

Future measurements of the cross section in the dielectron channel will benefit from

considerably more integrated luminosity, leading to a smaller statistical error. Monte

Carlo samples with higher statistics are also being generated in order to decrease the

uncertainty on the background estimation. In addition, as the jet energy scale, the

electron energy scale, the detector resolutions, and the luminosity measurement are

fine-tuned, the systematic errors will continue to decrease.

A first pass at a measurement of the top mass in the dielectron channel using

the neutrino weighting method was also presented. The measured value of the top
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mass, mt = 167.3 ± 23.5 GeV, agrees with previous top mass measurements within

error; however, it does not yet show an improvement over the measured top mass in

the dielectron channel from Run I. This measurement demonstrates that the tools

for making a mass measurement are in place. However, further refinements and fine-

tuning, as well as more background Monte Carlo samples, are still necessary before a

competitive mass measurement can be made.
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Appendix A

Grid Search Results

√
S+B
S S/B MZ pe

T p
j
T 6ET (GeV) 6ET (GeV) S εsig

(GeV) (GeV) (GeV) (< MZ) (> MZ)

0.892 1.98 70-110 15 20 35 30 0.15 6.8%

0.916 1.72 70-110 15 20 40 25 0.15 6.8%

0.903 1.72 70-110 15 20 40 35 – 7.0%

0.904 1.81 70-110 15 20 40 40 – 6.9%

0.887 1.70 75-105 15 20 35 25 0.20 7.3%

0.906 1.76 75-105 15 20 35 25 0.23 6.9%

0.848 1.89 75-105 15 20 35 30 0.15 7.7%

0.855 1.98 75-105 15 20 35 30 0.17 7.4%

0.857 2.27 75-105 15 20 35 30 0.20 7.1%

0.838 2.26 75-105 15 20 35 35 0.15 7.4%

0.849 2.28 75-105 15 20 35 35 0.17 7.2%

0.850 2.71 75-105 15 20 35 35 0.20 6.8%

0.900 1.73 75-105 15 20 40 25 0.20 7.0%

0.853 2.02 75-105 15 20 40 30 0.15 7.4%

0.864 2.07 75-105 15 20 40 30 0.17 7.2%

Continued on Next Page. . .
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√
S+B
S S/B MZ pe

T p
j
T 6ET (GeV) 6ET (GeV) S εsig

(GeV) (GeV) (GeV) (< MZ) (> MZ)

0.868 2.35 75-105 15 20 40 30 0.20 6.8%

0.840 1.84 75-105 15 20 40 35 – 7.9%

0.842 2.47 75-105 15 20 40 35 0.15 7.2%

0.857 2.43 75-105 15 20 40 35 0.17 6.9%

0.841 1.94 75-105 15 20 40 40 – 7.7%

0.841 2.69 75-105 15 20 40 40 0.15 7.0%

0.896 1.85 75-105 20 20 35 35 – 6.9%

0.873 1.72 80-100 15 20 35 30 0.23 7.5%

0.888 1.75 80-100 15 20 35 30 0.25 7.2%

0.820 1.82 80-100 15 20 35 35 0.15 8.3%

0.833 1.82 80-100 15 20 35 35 0.17 8.1%

0.840 2.01 80-100 15 20 35 35 0.20 7.7%

0.853 2.18 80-100 15 20 35 35 0.23 7.2%

0.867 2.25 80-100 15 20 35 35 0.25 6.9%

0.880 1.80 80-100 15 20 40 30 0.23 7.3%

0.895 1.84 80-100 15 20 40 30 0.25 7.0%

0.823 1.98 80-100 15 20 40 35 0.15 8.0%

0.839 1.94 80-100 15 20 40 35 0.17 7.8%

0.848 2.13 80-100 15 20 40 35 0.20 7.4%

0.858 2.34 80-100 15 20 40 35 0.23 7.0%

0.815 1.71 80-100 15 20 40 40 – 8.6%

0.821 2.15 80-100 15 20 40 40 0.15 7.8%

0.837 2.10 80-100 15 20 40 40 0.17 7.6%

0.848 2.26 80-100 15 20 40 40 0.20 7.2%

Continued on Next Page. . .
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√
S+B
S S/B MZ pe

T p
j
T 6ET (GeV) 6ET (GeV) S εsig

(GeV) (GeV) (GeV) (< MZ) (> MZ)

0.857 2.52 80-100 15 20 40 40 0.23 6.9%

0.881 1.84 80-100 20 20 35 35 0.15 7.2%

0.897 1.80 80-100 20 20 35 35 0.17 7.0%

0.883 2.00 80-100 20 20 40 35 0.15 6.9%

0.878 1.74 80-100 20 20 40 40 – 7.4%

Table A.1: Dielectron kinematic cut optimization based

on MC.
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Appendix B

Candidate Events

The kinematics of the five dielectron candidate events are listed in Tables B.1 to B.5.

Corresponding event displays are shown in Figures B.1 to B.5., In the displays, red

represents energy deposited in the EM part of the calorimeter; blue is energy in

the hadronic part of the calorimeter; and yellow is 6ET . The event displays show

uncorrected, RECO-level information.

Object pT (GeV) η φ
ele1 55.5 -0.04 1.93
ele2 19.9 0.45 3.50
jet1 106.9 -0.37 3.03
jet2 39.4 1.11 5.98
6ET (GeV ) 110.5
Mee (GeV ) 49.8
Sphericity 0.27

Table B.1: Kinematics for event 121971122 in run 166779.
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Object pT (GeV) η φ
ele1 67.4 0.11 1.73
ele2 58.7 1.03 5.52
jet1 84.1 0.51 2.71
jet2 33.0 -.50 4.37
6ET (GeV ) 43.9
Mee (GeV ) 133.5
Sphericity 0.68

Table B.2: Kinematics for event 3869716 in run 177681.

Object pT (GeV) η φ
ele1 61.8 -0.19 5.04
ele2 18.0 -0.24 3.68
jet1 83.9 0.96 0.42
jet2 20.2 -2.17 1.73
6ET (GeV ) 79.7
Mee (GeV ) 42.1
Sphericity 0.39

Table B.3: Kinematics for event 26229014 in run 178152.

Object pT (GeV) η φ
ele1 97.6 0.29 1.42
ele2 19.2 -0.17 0.75
jet1 133.8 1.11 5.60
jet2 51.7 0.64 3.81
6ET (GeV ) 98.7
Mee (GeV ) 34.3
Sphericity 0.32

Table B.4: Kinematics for event 13511001 in run 178177.
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Object pT (GeV) η φ
ele1 104.5 -1.16 2.23
ele2 42.7 -0.91 4.43
jet1 85.2 -1.34 5.61
jet2 69.4 -0.27 1.76
jet3 27.8 -1.46 1.00
jet4 23.0 0.10 5.70
jet5 16.2 -0.84 6.27
6ET (GeV ) 75.1
Mee (GeV ) 120.3
Sphericity 0.49

Table B.5: Kinematics for event 14448436 in run 180326.
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Figure B.1: Run 166779 Event 121971122: RZ view (upper right), XY view (upper
left), Lego view (lower).

187



Figure B.2: Run 177681 Event 13869716: RZ view (upper right), XY view (upper
left), Lego view (lower).
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Figure B.3: Run 178152 Event 26229014: RZ view (upper right), XY view (upper
left), Lego view (lower).
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Figure B.4: Run 178177 Event 13511001: RZ view (upper right), XY view (upper
left), Lego view (lower).
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Figure B.5: Run 180326 Event 14448436: RZ view (upper right), XY view (upper
left), Lego view (lower).
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